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ABSTRACT
In canonical quantization of gravity, the state functional does not seem to depend on time. This hampers the physical interpretation of quantum gravity. I critically examine ten major attempts to circumvent this problem and discuss their shortcomings.

Mein sind die Jahre nicht, die mir die Zeit genommen;
Mein sind die Jahre nicht, die etwa möchten kommen;
Der Augenblick ist mein, und nehm ich den in acht,
So ist der mein, der Jahr und Ewigkeit gemacht.

Betrachtung der Zeit
Andreas Gryphius 1616-1664

1. Constraints and Dynamics

In the midst of the Thirty Years War, Andreas Gryphius contemplated the uncertainties of his time in an epigram about Time itself:†

Those years are not my years that were devoured by time,
Those years are not my years that fate may deem be mine;
This instant, though, is mine, and if I hold it dear,
Then He is mine who made the endless train of years.

† On sabbatical from Department of Physics, University of Utah, Salt Lake City, Utah 84112, USA.
I can hardly think of a better summary of the aims of canonical geometrodynamics.

Of course, to predict the future and reconstruct the past from the present data has been the main preoccupation of physicists long before Einstein's theory of gravitation was cast into canonical form. I do not want to read Gryphius' words in this trivial way. Canonical gravity is more than a complicated implementation of the Laplace program: When predicting the future and reconstructing the past, it relies on dynamical laws which are derived from the laws ruling the data at a single instant. While in every dynamical theory the future follows from the present, in relativity the laws according to which this happens also follow from the laws of the present.

To understand the relationship between the dynamical laws and the laws of an instant requires some explanation. The dynamical laws were introduced into physics by Newton; the first law of an instant was discovered by Gauss. In electrodynamics, the electric field cannot be arbitrarily prescribed, but it is subject to the Gauss law: In vacuo, the divergence of E must vanish. This is not a dynamical law, but a limitation on the instantaneous distribution of the electromagnetic data. The dynamical Maxwell equations preserve the Gauss law, but they do not follow from it.

In canonical geometrodynamics, the instantaneous state of a vacuum Einstein spacetime is described by the intrinsic geometry $g_{ab}(x)$ and the extrinsic curvature $p^{ab}(x)$ of a spacelike hypersurface $\Sigma \rightarrow \mathcal{M}$. These instantaneous data are not arbitrary; at any point $x \in \Sigma$, four combinations of the data,

$$H_a(x) = -2D_{bp} p^b_a(x)$$

(1.1)

and

$$H(x) = G_{abcd}(x; g) p^{ab}(x) p^{cd}(x) - |g|^{-\frac{1}{2}} R(x; g) ,$$

(1.2)

$$G_{abcd} = \frac{1}{2} |g|^{-\frac{1}{2}} (g_{ac} g_{bd} + g_{ad} g_{bc} - g_{ab} g_{cd}) , \quad |g| := \det(g_{ab})$$

called the supermomentum and the super-Hamiltonian, are constrained to vanish:

$$H_a(x; g, p) = 0$$

(1.3)

and

$$H(x; g, p) = 0 .$$

(1.4)

(The notation $H(x; g, p)$ emphasizes that $H$ is a function of $x$ but a functional of $g$ and $p$.) These are the laws of an instant in canonical gravity. The divergence
law (1.1), (1.3) is analogous to the Gauss law; the super-Hamiltonian constraint (1.2), (1.4) has no counterpart in electrodynamics. It is this constraint that ultimately yields the dynamics of geometry.

Any reference to the hypersurface $\Sigma \rightarrow M$ which carries the geometric data $g_{ab}(x)$, $p^{ab}(x)$ is conspicuously absent in the constraints (1.1) - (1.4). The hypersurface $\Sigma \rightarrow M$ represents an instant of time; the fact that it drops out of the constraints (1.1) - (1.4) underlies the problem of time in quantum gravity.

One can surmise that the geometric data $g_{ab}(x)$, $p^{ab}(x)$ themselves specify the hypersurface which carries them (Baierlein, Sharp and Wheeler\textsuperscript{2}). One suspects there is a canonical transformation\textsuperscript{3}

$$g_{ab}(x), p^{ab}(x) \rightarrow X^A(x), P_A(x), \phi^r(x), p_r(x) \quad , \quad (1.5)$$

which separates the four embedding variables $X^A(x)$, $A = 0, 1, 2, 3$ that specify the hypersurface from the two true gravitational degrees of freedom $\phi^r(x)$, $r = 1, 2$.

One could then solve the constraints (1.1) - (1.4) with respect to the embedding momenta $P_A(x)$ and, after doing so, replace them by an equivalent set of constraints

$$H_A(x) := P_A(x) + h_A(x; X, \phi, \pi) = 0 \quad . \quad (1.6)$$

The expressions $h_A(x)$ represent the energy density and the energy flux carried by the gravitational variables $\phi$ and $\pi$ through the hypersurface $X^A(x)$.

This sets the stage for deriving the dynamical laws from the constraints (1.1) - (1.4), or (1.6), i.e., from the laws of an instant. Among several alternative routes, the one which is closest to quantum gravity relies on the Hamilton-Jacobi theory. One postulates that the momenta $p^{ab}(x)$ (or $P_A(x)$, $\pi_r(x)$) are generated by a Jacobi principal functional $S[g]$ (or $S[X, \phi]$):

$$p^{ab}(x) = \delta S[g] / \delta g_{ab}(x) \quad , \quad \text{or}$$

$$P_A(x) = \delta S[X, \phi] / \delta X^A(x), \quad \pi_r(x) = \delta S[X, \phi] / \delta \phi^r(x) . \quad (1.7)$$

By substituting the expressions (1.7) into the constraints (1.1) - (1.4) or (1.6),

$$- 2D_3 \frac{\delta S[g]}{\delta g_{ab}(x)} = 0 \quad . \quad (1.8)$$
\[ H\left( x; \ g, \frac{\delta S[g]}{\delta g} \right) = 0 \quad . \] (1.9)

or

\[ \frac{\delta S[X,\phi]}{\delta X^A(x)} + h_A\left( x; \ X, \ x, \frac{\delta S[X,\phi]}{\delta \phi} \right) = 0 \quad . \] (1.10)

one obtains variational differential equations for the Jacobi principal functional \( S[g] \) or \( S[X,\phi] \). These are the Hamilton-Jacobi equations in geometrodynamics.\(^4\)\(^,\)\(^5\) A particular solution of Eqs. (1.8) - (1.9) (or Eq. (1.10)) generates a family of solutions of the Einstein equations.\(^5\) A complete solution generates a canonical transformation which yields all the solutions of the Einstein equations.\(^7\)\(^,\)\(^5\) In this way, the dynamical laws according to which geometry evolves follow from the constraints, i.e., from the laws of an instant.

The original constraints (1.1) - (1.4) lead to Eqs. (1.8) and (1.9). Equation (1.8) ensures that the Jacobi principal functional remains unchanged under \( \text{Diff} \ \Sigma \), i.e., that it does not depend on the metric \( g_{ab}(x) \), but only on the geometry \( g(x) \). Equation (1.9) is then the proper Hamilton-Jacobi equation for \( S[g] \). In it, the dynamical degrees of freedom are not separated from the time (from the embedding variables) in which they evolve. This happens only in Eq. (1.10) which has the form of a first-order functional differential equation in \( X^A(x) \).

- **Global Problem of Time.** Even at the classical level, the extraction of dynamics from the instantaneous constraints poses some problems. First, the separation of time (of the embedding variables) from the dynamical degrees of freedom may be globally impossible. Such a situation occurs already in particle dynamics. In parametrized Newtonian dynamics,\(^8\) the constraints are automatically given in the form (1.6) with respect to the absolute time \( T \):

\[ H := P_T + h(T; Q,P) = 0 \quad . \] (1.11)

The linearity of the constraint (1.11) in \( P_T \) implies that the absolute time \( T \) always increases along any dynamical trajectory and hence every trajectory intersects a hypersurface of constant \( T \) once and only once. However, some other simple finite-dimensional constrained dynamical systems may admit no time function with this property.\(^9\)\(^-\)\(^12\) This indicates that the super-Hamiltonian constraint of such systems cannot be globally replaced by an equivalent constraint (1.11). The analysis of homogeneous cosmological models reveals that geometrodynamics meets similar problems.\(^13\) So far, no one seems to have analyzed in detail how
serious and generic such problems are in full geometrodynamics (1.1) - (1.4). It is, however, quite likely that there does not exist any canonical transformation (1.5) such that the original constraints (1.3) - (1.4) are fully equivalent to the new constraints (1.6). If so, the Hamilton-Jacobi equation (1.10) cannot generate all Einstein spacetimes. I shall call this purely classical problem the global problem of time.

- The Sandwich Problem. The Hamilton-Jacobi equation (1.9) has a related difficulty. The choice of the metric representation $S[g]$ presupposes that the evolution of the gravitational field is described by a canonical transformation whose generating function (the Hamilton principal function$^{14,15}$) is a functional of the initial and final metric: $S[g_{FIN}|g_{IN}]$. It is questionable to what extent the assignment of the intrinsic metric on the initial and final hypersurfaces uniquely determines a spacetime geometry in the sandwich between them. This constitutes the so called sandwich problem.$^{2,16-25}$ In general, one would like to know what choice of canonical variables, if any, as arguments of the Hamilton principal function, yields a unique spacetime geometry in the sandwich. This question leads back to investigating canonical transformations like those given by Eq. (1.5).

- Independence of the Dynamic Evolution on the Foliation. The last question one needs to address is whether the dynamics generated by the Jacobi function (1.8) - (1.9), or (1.10), preserves the constraints (1.3) - (1.4), or (1.6), which lead to this dynamics. It is well known$^{26}$ this is so if the constraints are first class, i.e., if the Poisson brackets between any two of them vanish on the constraint hypersurface. The constraints (1.3) and (1.4) are first class,

\[
\{H(x), H(x')\} = 0 \quad \text{etc.},
\]  

(1.12)

by virtue of the so called Dirac algebra.$^{27}$ One can show then by a general argument that if the constraints (1.3) - (1.4) can be brought into the new form (1.6) by a canonical transformation (1.5), the Poisson brackets of the new constraints (1.6) must actually vanish strongly rather than weakly:$^{28}$

\[
\{H_A(x), H_B(x')\} = 0 .
\]  

(1.13)

Equations (1.12) or (1.13) ensure that the evolution of the Jacobi principal functional by the functional Hamilton-Jacobi equation (1.8) - (1.9), or (1.10), from an initial hypersurface IN in a final hypersurface FIN does not depend on the foliation connecting IN with FIN. The functional nature of the time variable thus presents no problem in the classical theory.
2. Problems of Time in Quantum Gravity

The quantization of a system whose dynamics is completely described by first-class constraints can be accomplished by the Dirac constraint quantization. First, the fundamental variables like \( g_{ab}(x) \), \( p^{ab}(x) \) or \( X^A(x) \), \( \phi^i(x) \), \( P_A(x) \), \( \pi_i(x) \) are turned into operators \( \hat{g}_{ab}(x) \), \( \hat{p}^{ab}(x) \) or \( \hat{X}^A(x) \), \( \hat{\phi}^i(x) \), \( \hat{P}_A(x) \), \( \hat{\pi}_i(x) \) which satisfy the fundamental commutation relations. By substituting these operators into Eqs. (1.1) - (1.2), or (1.6), one turns the constraint functionals into operators

\[
\hat{H}_a(x) = -2 \hat{D}_a \hat{P}_a(x) \tag{2.1}
\]

\[
\hat{H}(x) = " \hat{p}^{ab}(x)G_{abcd}(x; \hat{g}) \hat{p}^{cd}(x) - |\hat{g}|^{16} R(x; \hat{g}) " \tag{2.2}
\]

or

\[
\hat{H}_A(x) = \hat{P}_A(x) + h_A(x; \hat{X}, \hat{\phi}, \hat{\pi}) \tag{2.3}
\]

The quotation marks in Eq. (2.2) are a reminder that the factor ordering is ambiguous. The constraints are then imposed as limitations

\[
H_a(x; \hat{g}, \hat{p}) \Psi[g] = 0 \tag{2.4}
\]

\[
H(x; \hat{g}, \hat{p}) \Psi[g] = 0 \tag{2.5}
\]

or

\[
H_A(x; \hat{X}, \hat{P}, \hat{\phi}, \hat{\pi}) \Psi[X, \phi] = 0 \tag{2.6}
\]

on the physical states \( \Psi \in \mathcal{H} \) of the system.

Equation (2.4) ensures that the physical states depend only on the three-geometry \( g(x) \), not on the metric \( g_{ab}(x) \) which represents \( g(x) \): \( \Psi[g] = \Psi[g] \). Equation (2.5) is a second-order functional differential equation for \( \Psi[g] \) called the \textit{Wheeler-DeWitt equation}. On the other hand, the constraint (2.6) has the form of a functional Schrödinger equation

\[
i \frac{\delta \Psi[X, \phi]}{\delta X^A(x)} = h_A(x; X, \phi, \pi) \Psi[X, \phi] \tag{2.7}
\]

in the hypertime variables \( X^A(x) \).

In my schematic discussion of the Dirac constraint quantization, I swept under the rug a heap of technical problems. These are carefully spelled out, e.g., by Isham. I must, however, pinpoint those technical and conceptual problems
which constitute the problem of time in quantum gravity. Broadly speaking, there are three places in which things can go wrong in the transition from the classical to the quantum theory:

- **The Problem of Functional Evolution.** The involution conditions (1.12) or (1.13) do not need to be valid for the commutators of the constraint operators. Thus, instead of Eq. (1.13) one can get

\[
[\hat{H}_A(x), \hat{H}_B(x')] \neq 0
\]  \hspace{1cm} (2.8)

and instead of Eq. (1.12)

\[
[\hat{H}(x), \hat{H}(x')] \Psi[g] \neq 0, \text{ etc., for } a \in \mathcal{F}_g
\]  \hspace{1cm} (2.9)

If so, the functional equations (2.6), or (2.4) - (2.5), are inconsistent or, at best, admit only special solutions. Equations (2.8) and (2.9) mean that the evolution of state from an initial hypersurface \(\mathcal{F}_{IN}\) to a final hypersurface \(\mathcal{F}_{FIN}\) can depend on the foliation which connects \(\mathcal{F}_{FIN}\) with \(\mathcal{F}_{IN}\). In other words, when one starts with the same initial state \(\Psi_{IN}\) on the initial hypersurface, and develops it to the final hypersurface along two different routes, one obtains two different states \(\Psi_{FIN} \neq \Psi_{FIN}'\) on the final hypersurface. Such a situation certainly violates what one would expect of a relativistic theory. I shall call this problem the *problem of functional evolution*.

- **The Multiple Choice Problem.** The Schrödinger equation (2.7) based on one choice of the time variable \(X^A(x)\) may give a different quantum theory than the Schrödinger equation based on another choice of the time variable. I shall call this problem the *multiple choice problem*.

The multiple choice problem is quite distinct from the problem of functional evolution; the latter arises even if one sticks to a single choice of time. It is also distinct from the global problem of time in classical geometrodynamics. The multiple choice problem is one of an embarrassment of riches: out of many inequivalent options, one does not know which one to select. The global problem of time is an embarrassment of poverty: one really does not have any choice at all.

- **The Hilbert Space Problem.** The multiple choice problem stems from an attempt to separate time from the dynamical degrees of freedom. What happens when one sticks to the Wheeler-DeWitt equation in the metric representation? While the Schrödinger equation automatically brings in a conserved inner product (conserved in the selected time variable) and the
possibility to construct, at a given time \( X^A(x) \), meaningful observables \( F[X, \hat{\phi}, \hat{\pi}] \) from the dynamical degrees of freedom, nothing similar is granted by the Wheeler-DeWitt equation. As a second-order functional differential equation, the Wheeler-DeWitt equation presents familiar problems when one tries to turn the space of its solutions into a Hilbert space. One thus trades the multiple choice problem for a Hilbert space problem.

The problem of functional evolution, the multiple choice problem, and the Hilbert space problem are the three major classes of problems which quantum geometrodynamics encounters because classical geometrodynamics does not seem to possess a natural time variable, while standard quantum theory relies quite heavily on a preferred time. Under these three headings, more specific problems will start emerging as I shall examine the proposals for solving or circumventing these major problems of time.

3. The Role of Models

Quantum gravity is an ill-defined and little understood system. It is no wonder that most people who tackled its time problem tried to elucidate it on simpler models. Each of these models shares with Einstein's theory some relevant feature which gives rise to a time problem. However, none of them shares with Einstein's theory all the relevant features. Therefore, even if one knows how to solve the time problem of the model, the time problem in the full Einstein theory remains unsolved.

I shall arrange eleven widely explored models in a hierarchical order, starting with those which closely resemble Einstein's theory, and then moving further and further away from it. The first four models are field theoretical systems, the remaining seven are finite-dimensional.

- **Midisuperspace Models.** These provide a canonical description of Einstein spacetimes with a given group of isometries. Symmetry removes infinitely many degrees of freedom of the gravitational field, but there are still infinitely many degrees of freedom left.

A prototype of a midisuperspace model is the cylindrical gravitational wave (Kuchař\textsuperscript{35}). Cylindrical symmetry restricts the spatial line element to the form

\[
d s^2 = e^{r-\psi} \, dr^2 + R^2 \, e^{-\psi} \, d\varphi^2 + e^\psi \, dz^2
\]  

(3.1)

in which it is characterized by three functions \( \psi, \gamma \) and \( R \geq 0 \) of a radial coordinate \( r \). Similarly, the extrinsic curvature of an arbitrary hypersurface which
respects the cylindrical symmetry (i.e., which contains its two commuting Killing vectors) is completely characterized by the three conjugate momenta $\pi_\psi, p_\gamma,$ and $p_R$. When expressed in terms of these canonical variables, the super-Hamiltonian (1.2) assumes the form

$$H(r) = e^{i\phi}(\star r) ( - p_\gamma p_R + \frac{1}{2} R^{-1} \pi_\psi^2 + \frac{1}{2} R \psi - \gamma' R' + 2R'' - \gamma'R'). \quad (3.2)$$

Only the radial component $H_1$ of the supermomentum is different from zero,

$$H_1(r) = -2p_\gamma' + \gamma' p_\gamma + R' p_R + \psi' \pi_\psi. \quad (3.3)$$

In spite of these simplifications, the midisuperspace constraints (3.2) and (3.3) are still fairly complicated functionals of the canonical variables $\psi, \gamma, R$ and $\pi_\psi, p_\gamma, p_R$.

Other widely studied midisuperspace models are Gowdy cosmologies (Gowdy, 36 Misner, 37, Berger, 38-40 and Husain 41).

- **Strings (Membranes).** Canonical analysis of these systems 42-44 leads to a system of constraints whose structure closely resembles that of Einstein's theory of gravitation. In particular, one obtains the standard DiffS (supermomentum) constraint and a quadratic super-Hamiltonian constraint, which close according to the Dirac algebra.

- **Parametrized Fields.** A field theory on a given Riemannian background can be made covariant under Diff$\mathcal{N}$ by adjoining to the field variables the embedding variables specifying spacelike hypersurfaces in $\mathcal{N}$ 26,45-47. Canonical analysis of a parametrized field theory leads directly to a system of constraints which has the form (1.6), where $\phi^i$ are the field variables, $\pi_i$ their conjugate momenta, and $X^A$ the embedding variables. The projection of these constraints tangential and normal to the hypersurface leads to the supermomentum $H_i(x; X, P, \phi, \pi)$ and super-Hamiltonian $H(x; X, P, \phi, \pi)$, which again satisfy the Dirac algebra.

- **Inhomogeneous Perturbations of Homogeneous Cosmologies.** This class of models stands at the border between infinitely-dimensional and finite-dimensional systems. One takes a homogeneous cosmological model (see the next paragraph) and introduces infinitely many inhomogeneous modes by allowing its linear perturbations 48.
Minisuperspace Models (Homogeneous Cosmologies). As in the midisuperspace models, infinitely many degrees of freedom are frozen by symmetries. The reduction is so drastic that only a finite number of degrees of freedom is left. The models represent homogeneous (but in general anisotropic) cosmologies, in particular the various Bianchi-type vacuum spacetimes.\textsuperscript{32,45-52} The requirement of homogeneity limits the allowed hypersurfaces to the leaves of a privileged foliation, which is labeled by a single time variable. A good example of a minisuperspace model is the Bianchi type IX \textit{mixmaster universe}.\textsuperscript{49,53-55} Its homogeneity group is SO(3). One can parametrize the hypersurfaces of homogeneity by the Euler angle coordinates and characterize the spatial metric uniquely by three real parameters, \( \Omega \) and \( \beta_{\pm} \). The first parameter, \( \Omega \), is related to the volume of \( \Sigma \):

\[
\Omega = \ln \int_{\Sigma} d^3x \ | g(x) |^{\frac{1}{3}}.
\]  

(3.4)

The remaining two parameters, \( \beta_{\pm} \), describe the anisotropy of \( \Sigma \).

The extrinsic curvature of a hypersurface of homogeneity is similarly determined by the three momenta, \( p_a \) and \( p_{\pm} \), canonically conjugate to \( \Omega \) and \( \beta_{\pm} \). Due to the symmetry of the model, the supermomentum constraints are again identically satisfied, while the super-Hamiltonian constraints reduce to a single constraint

\[
H := -p_a^2 + p_+^2 + p_-^2 + e^{-4\alpha} (V(\beta_+, \beta_-) - 1) = 0
\]

(3.5)

for the minisuperspace variables \( \Omega, \beta_{\pm}; p_a, p_{\pm} \). The potential \( V(\beta_+, \beta_-) \) is a combination of exponential terms; it vanishes at the origin \( \beta_+ = 0 = \beta_- \), and it is positive outside the origin.

2+1 Gravity. A three-dimensional Einstein spacetime is necessarily flat.\textsuperscript{56} Thus, 2+1 gravity lacks field degrees of freedom. However, there is still a finite number of variables characterizing the topology of \( \Sigma \).\textsuperscript{57-58} The problem of time in the 2+1 gravity was discussed by Moncrief,\textsuperscript{59} Hosoya and Nakao,\textsuperscript{60} and Carlip.\textsuperscript{61,62}

A Relativistic Particle. A relativistic particle of rest mass \( M \) moving in a Riemannian spacetime \( (\mathcal{M}, G) \) is a dynamical system described by a single super-Hamiltonian

\[
H := \frac{1}{2M} G^{AB}(Q) P_A P_B + \frac{1}{2} MV(Q) = 0.
\]

(3.6)

(I have allowed for the possibility that the mass of the particle is influenced by a
potential field $V(Q)$, as in Nordström's theory of gravitation$^{63-65}$. By comparing Eq. (3.6) with Eq. (1.2), one sees that geometrodynamics is analogous to a relativistic particle, with the intrinsic geometry $g_{ab}(x)$ playing the role of the spacetime position $Q^A$, DeWitt's supermetric $G_{ab}(x; g)$ the role of the background metric $G^{AB}(Q)$, and the scalar curvature $-|g|^{1/2}R(x; g)$ the role of the potential $V(Q)$. By enlarging the spacetime by gauge degrees of freedom and cutting these down by additional gauge constraints, one can also mimic the supermomentum constraints (1.1).$^{66}$

- **A Parametrized Newtonian Particle.** A Newtonian particle can be parametrized by labeling its trajectory by an arbitrary parameter and adjoining the Newtonian time to the position $Q^a$. Its motion is generated by the constraint (1.11). The constraint (1.11) can be rewritten in a geometric form in terms of the metric and affine structures of the Newtonian spacetime.$^{67,68}$ It resembles then the constraint (3.6) for a relativistic particle.

- **The BB Model.** A system of Newtonian particles $K=1, \ldots, N$ interacting by central forces can be parametrized by labeling the dynamical trajectories by an arbitrary parameter and adjoining the Newtonian time to the position variables $Q^a_{(K)}$. One can then constrain the system by the requirements that its total energy $H$, total momentum $P$ and total angular momentum $J$ vanish:

$$H = \sum_{K=1}^{N} \frac{1}{2M_{(K)}} \delta^{ab} P_{(a)K} P_{(b)K} + \sum_{K=1}^{N} \frac{1}{2} W(|Q_{(K)} - Q_{(L)}|), \quad (3.7)$$

$$P = \sum_{K=1}^{N} P_{(K)} , \quad J = \sum_{K=1}^{N} Q_{(K)} \times P_{(K)}. \quad (3.8)$$

This model was introduced by Barbour and Bertotti$^{69-73}$ to implement Mach's ideas. By comparing Eq. (3.7) with (1.2) and (3.8) with (1.1), one sees the analogy between the BB model and canonical geometrodynamics.

- **Two Particles in a Stationary State.** The first particle moves in a curved space with the metric $G^{AB}(Q)$ and an external potential $V(Q)$. The second particle moves in a curved space with the metric $h^{kl}(Q;q)$ and the potential $v(Q;q)$. An interaction of the two particles is brought in by a dependence of the metric $h^{kl}$ and the potential $v$ on the coordinates of the first particle. One constrains the motion of the system by requiring that it takes place with a given energy $E$: 
\[ H := \frac{1}{2M} G^{AB}(Q) P_A P_B + \frac{1}{2} M V(Q) \]
\[ + \frac{1}{2\hbar} \hbar^{kl}(Q; q) p_k p_l + \frac{1}{2} m V(Q; q) - E = 0 . \]

(3.9)

The model can be specialized in a number of ways. The particles can move in the same space, the space may be flat, or the particles need not interact with each other. The metrics may be positive definite or indefinite. This class of models plays a useful role when discussing semiclassical gravity and the role of internal clocks.

- **Two Harmonic (Antiharmonic) Oscillators.** One can build a super-Hamiltonian

\[ H = \left( \frac{1}{2M} p^2 + \frac{1}{2} M \Omega^2 Q^2 \right) \pm \left( \frac{1}{2m} p^2 + \frac{1}{2} m \omega^2 q^2 \right) \]

(3.10)

from the Hamiltonians for two harmonic (antiharmonic) oscillators, and impose the constraint \( H = 0 \). This is a special case of the previous model. The super-Hamiltonian (3.10) was used by Hájíček to analyze the global problem of time.\(^{11,12}\) It is also useful to illustrate "group quantization".\(^{34}\)

One can clarify various aspects of the time problem on the listed models. Unfortunately, it is much too easy to forget those simplifying features which distinguish them from canonical gravity, and succumb to an illusion that time problems in quantum geometrodynamics can be solved in exactly the same way as the particular time problem of the model. To dispel such an illusion, let me discuss several typical differences between the models and Einstein's theory of gravitation.

- **Auxiliary Structures.** A model may possess symmetries (in superspace) or other geometric structures which geometrodynamics lacks. This happens for cylindrical waves, bosonic strings, 2+1 gravity, the parametrized nonrelativistic particle, the oscillator system; for parametrized fields, the relativistic particle, and strings and membranes in stationary spacetimes; and for special minisuperspace models. When generalizing to quantum gravity, one should be careful that the proposed solution to the time problem does not depend on such auxiliary structures.

A particular time problem may be absent in a model:
- No Multiple Choice Problem. The constraint system for a parameterized nonrelativistic particle or a parameterized relativistic field is directly given in the form (1.6). There is thus no multiple choice problem. For other systems (like cylindrical waves or bosonic strings) there exists a natural choice (1.5) of the embedding variables which yields the constraints (1.6).

- No Functional Evolution Problem. There is no problem of functional evolution for finite-dimensional models. It is thus easy to forget that such a problem exists in any field theory. In particular, it is dangerous to draw conclusions from minisuperspace models to full quantum geometrodynamics. Minisuperspace spacetimes possess a privileged foliation by leaves of homogeneity which does not exist in a generic spacetime.

- Positivity Restrictions. Two parallels which are often drawn, one between geometrodynamics and a relativistic particle, and another one between geometrodynamics and the BB model, lead to diametrically opposite insights about the nature of time in geometrodynamics. In the first parallel, the intrinsic metric is compared with the position $Q^A$ of a relativistic particle in spacetime. In the second parallel, it is compared with the position $Q^a$ of a non-relativistic particle in space. The first parallel leads one to believe that the intrinsic metric contains a purely kinematical time variable (like $Q^A$ contains $Q^0$). The second parallel leads one to believe that time in geometrodynamics must be measured by observing a selected dynamical degree of freedom, say, $Q^2$, of a realistic clock.

It is important to realize that each of these parallels may be misleading. In all three systems (the relativistic particle, the BB model, and geometrodynamics) the super-Hamiltonian $H$ is the sum

$$H = H_{\text{KIN}} + H_{\text{POT}}$$

of two terms, the kinetic term $H_{\text{KIN}}$, and the potential term $H_{\text{POT}}$. The kinetic term $H_{\text{KIN}}$ is quadratic in the momenta, while the potential term $H_{\text{POT}}$ depends only on the configuration variables. However, the individual terms have quite different positivity properties in the three systems I am considering. For a relativistic particle, the kinetic term is indefinite while the potential term is positive definite: $H_{\text{POT}} \geq 0$. In the BB model, the kinetic term is positive definite, $H_{\text{KIN}} \geq 0$, while the potential term is indefinite. In geometrodynamics, both the kinetic and the potential terms are indefinite.

The positivity of $H_{\text{POT}}$ in the dynamics of a relativistic particle allows one to cast the super-Hamiltonian (3.6) into a form analogous to Eq. (1.6), where $h$ is the (square-root) Hamiltonian of a relativistic particle. The expression under the square root is positive definite and the corresponding operator can be defined
by spectral analysis. This highlights the kinematical nature of the time variable.
In the BB model, the positivity of the kinetic term $H_{KN}$ leads to theorems
(Pauli,74 Hartle,75 Wald and Unruh76) which limit the accuracy with which a
dynamical degree of freedom $Q^2$ of a realistic clock can serve as an ideal
kinematical clock. The indefiniteness of $H_{KN}$ in geometrodynamics prevents one
from converting the Wheeler-DeWitt equation (2.5) into the Schrödinger equation
(2.6) by square-rooting. The indefiniteness of $H_{KN}$ casts doubt on the relevance
of the theorems proved by Hartle and by Wald and Unruh: geometrodynamics
may still possess a kinematical time variable.

One should try to avoid a common hubris which consists of solving a time
problem for a model way down in the hierarchy, and jumping to the conclusion
that the time problems of quantum gravity are removed by the same treatment.

4. The Problem of Functional Evolution

While people's response to the other issues of time tends to be intimately
intertwined with their favorite interpretation of quantum gravity, the problem of
functional evolution stands sufficiently apart to be discussed before I turn to the
specific interpretative schemes. The actual form, (2.8) or (2.9), which the
problem takes depends, of course, on whether one works within an internal time
framework, or commits oneself to the Wheeler-DeWitt equation.

Much more than other time problems, the problem of functional evolution
critically depends on our ability to construct gravity as a consistent quantum field
theory, in particular, on giving sense to the infinite collection of constraint
operators (2.1) - (2.3), and to their commutation relations (2.8) - (2.9). There
is actually very little one can say about this problem in full quantum gravity
before one succeeds in constructing the full quantum gravity. The best one can
do is to elucidate what the problem means on sufficiently simple (and hence
almost trivial) infinitely-dimensional models.

In this spirit, I have formulated and solved the problem of functional
 evolution for the parametrized massless scalar field propagating on a (1+1)-
dimensional flat cylindrical Minkowskian background.77-79 There is a canonical
transformation which casts the super-Hamiltonian and supermomentum constraints
in the midi-phase-space of the cylindrical gravitational waves into the constraints
for a parametrized scalar field on a fictitious (1+1)- dimensional Minkowskian
background.35 This links the problem of functional evolution in the parametrized
field theory to the one in quantum gravity. The classical steps needed to approach
the problem of functional evolution for cylindrical gravitational waves were taken
by Torre.80 Similarly, there is a canonical transformation which casts the super-
Hamiltonian and supermomentum constraints of a bosonic string moving in a d-
dimensional target space into those of a parametrized theory of \( d - 2 \) independent massless scalar fields propagating on a 2-dimensional Minkowskian background. This allows one to formulate and solve the problem of functional evolution for a bosonic string.\(^ {44,81}\)

**Functional Evolution for a Parametrized Scalar Field.** I shall introduce the problem of functional evolution on the example of a parametrized scalar field. Let \( X^A = (T, X) \), \( T \in (-\infty, \infty) \) and \( Z \in (-\pi, \pi) \) be the Minkowskian coordinates on a Minkowskian cylinder whose radius was chosen as a unit of length, and \( X^A(x) \) is any spacelike hypersurface (in this case, a curve) on the cylinder. The constraints of the parametrized massless scalar field theory then take the form (1.6), where the many-fingered Hamiltonian

\[
h_A(x; X, \phi, \pi) = T_{AB}(x; X, \phi, \pi) \cdot |g(x; X)|^{1/2} \cdot n^B(x; X)
\]  

(4.1)

is obtained by projecting the energy-momentum tensor \( T^{AB} \) of the field into the (densitized) normal \( |g|^{1/2} n^B \) to the embedding \( X^A(x) \) and expressing the result in terms of the canonical variables \( \phi(x) \), \( \pi(x) \). These constraints have the vanishing Poisson brackets (1.13).

To quantize the theory, one must factor order the Hamiltonian (4.1). An obvious way of doing this is to adopt the normal ordering \( \hat{h}_A(x; X, \hat{\phi}, \hat{\pi}) \) with respect to the (Heisenberg) creation and annihilation operators corresponding to the initial data \( \hat{\phi}_0(x) \), \( \hat{\pi}_0(x) \) on a flat slice (maximal circle) of the cylinder. The problem of functional evolution arises because the commutators of the energy-momentum tensor operators \( \hat{T}_{AB}(X) \) acquire Schwinger terms\(^ {82}\) which, due to the construction (1.6) and (4.1) of the constraints, creep into the commutator algebra of the constraints as an anomaly,

\[
\frac{1}{i} \left[ \hat{H}_A(x), \hat{H}_B(x') \right] = - F_{AB}(x, x'; X).
\]  

(4.2)

The detailed form of \( F \) is not important for the further discussion. What is important is that \( F \) depends only on the embedding \( X^A(x) \), not on the field variables \( \hat{\phi}(x) \) and \( \hat{\pi}(x) \).

The anomaly (4.2) makes the constraints (2.6) inconsistent: by applying Eq. (4.2) to a state \( \Psi \) which satisfies the constraints (2.6), one learns that the state functional must vanish. If the Dirac constraint quantization fails for such a simple system as a parametrized field on a flat background, how could one ever dare to apply it to quantum gravity?

The resolution of the problem requires an exploration of the structure of the anomaly as a functional of the embedding variables. The Jacobi identity for
the commutator (4.2) amounts to the statement that the anomaly is a closed 2-form in the space of embeddings. Indeed, the anomaly 2-form is exact, i.e., it is a functional exterior derivative of a potential $A_A(x; X)$. This potential has two parts: the standard Casimir energy-momentum flux which is due to the finite spatial size of the Minkowskian cylinder, and the interesting piece, which depends only on the extrinsic curvature of the embedding $X^A(x)$, i.e., on the bending of the hypersurface.

One can redefine the constraint operators $\hat{H}_A$: by adding to them the anomaly potential:

$$\hat{H}_A(x) := \hat{H}_A(x) + A_A(x; X).$$

(4.3)

This is tantamount to a hypersurface-dependent reordering of the constraints. The anomaly potential exactly cancels the anomaly, so that the new constraint operators (4.3) commute with each other, Eq. (2.8). The Dirac constraint quantization based on the reordered constraints (4.3) solves the problem of functional evolution.

- **Possible Generalizations.** The same scheme helps to resolve the functional evolution problem in the Dirac constraint quantization of a bosonic string\(^{44,81}\) and, I guess, in the quantum geometrodynamics of cylindrical gravitational waves. It should be possible to generalize these results to parametrized free field theories on a flat four-dimensional background, but this was actually never done. (One should somehow take care of a single infinite constant which in four dimensions multiplies the Schwinger terms.) It would then be worthwhile to spell out the difficulties one can expect to arise for parametrized free fields on a curved background, or for parametrized interacting fields on a Minkowskian background. In the first case, it is not clear how to factor order the Hamiltonian, in the second case, it is not clear if the right-hand side of Eq. (4.2) does not also depend on the dynamical variables. By analyzing such difficulties, one would gauge at least some of the problems of quantum gravity approached via the many-fingered time Schrödinger equation (2.7).

- **Functional Evolution Problem for the Wheeler-DeWitt Equation.** In the Wheeler-DeWitt approach to quantum gravity, the problem of functional evolution is encoded in Eq. (2.9). Its resolution is equivalent to solving the notorious factor-ordering problem: To factor order the constraints (2.1) – (2.2) so that the commutator (2.9) of two super-Hamiltonians does not engender more constraints.

To resolve the problem, one should find a factor ordering of the super-Hamiltonian and supermomentum constraints such that the commutator of the
super-Hamiltonians yields an expression in which the supermomentum acts on the state function first, followed by the quantum version of the structure functions of the Dirac algebra. It was noticed by Anderson\textsuperscript{83,84} that this task cannot be achieved if one insists on representing the super-Hamiltonian and supermomentum by self-adjoint operators on $\mathcal{H}$. A solution to the factor-ordering problem was offered by Schwinger\textsuperscript{85} and criticized by Dirac.\textsuperscript{86} The best, and certainly the shortest, exposition of Schwinger's solution may be found in a footnote of the paper\textsuperscript{32} by DeWitt; this was later rediscovered by Komar.\textsuperscript{87,88} DeWitt himself made a rather sweeping proposal on how to remove the problem by letting any two field operators taken at the same point formally commute.\textsuperscript{32} Ashtekar has expressed the Hamiltonian theory of gravity in a new set of fundamental canonical variables and proposed a simple factor ordering of the constraints which (disregarding the regularization difficulties) satisfy the consistency requirement.\textsuperscript{89} Unfortunately, all these results are purely formal: Tsamis and Woodard\textsuperscript{90}, and Friedman and Jack\textsuperscript{91,92} have persuasively argued that by formal manipulations of the commutator one can obtain whatever result one wants. The problem of functional evolution in the Wheeler-DeWitt equation can be tackled only when the field-theoretical complications are honestly faced and the discussion is raised above the purely formal level.

The factor-ordering problem of the Wheeler-DeWitt equation can be divested of its field theoretical aspects by simulating it on finite-dimensional models, mainly on the relativistic particle with extra gauge degrees of freedom. The resolution of this model problem was given by Hájíček and Kuchař.\textsuperscript{66,93}

- **Fixing the Foliation.** The problem of functional evolution is so formidable that one may be tempted to give up and accept a draconian solution: to fix the foliation. Instead of measuring the gravitational degrees of freedom $\phi^i(x)$ and $\pi^i(x)$ on an arbitrary hypersurface, one can ask what happens when one attempts to measure them only on the leaves of a constant internal time $T(x; g, p)$ in the frame $Z^a(x; q, p)$:

\[
T(x; g, p) = t = \text{const}, \quad Z^a(x; g, p) = x^a. \tag{4.4}
\]

For the purpose of evolving the state functional $\Psi[X, \phi]$ along the foliation (4.4), one can replace it by the reduced functional

\[
\Psi(t; \phi) := \Psi[ T(x) = t, Z^a(x) = x^a, \phi(x) ] \tag{4.5}
\]

which is evolved by an ordinary Schrödinger equation

\[
i\partial_t \Psi(t; \phi) = h(t; \hat{\phi}, \hat{\pi}) \Psi(t; \phi) \tag{4.6}
\]
with the true Hamiltonian
\[
\hat{\mathcal{H}} = \int d^3 Z \, h_0[ \, T = t, \, Z^* = x^i; \, \hat{\phi}, \hat{\pi} ] .
\]  

(4.7)

It is easy to see that when the many-fingered time Schrödinger equation (2.7) is consistent, and \( \Psi[X,\phi] \) is its solution, the restriction (4.5) of that solution satisfies the ordinary Schrödinger equation (4.6). However, Eq. (4.6) - (4.7) for \( \Psi(t; \phi) \) can make sense even if the functional Schrödinger equation (2.7) is inconsistent, Eq. (2.8). There is no problem of functional evolution when there is only one foliation along which the evolution can take place.

The foliation-fixing equations (4.4) can be considered as additional constraints which, when adjoined to the original constraints (1.6), make the total system of constraints second class. When the second class constraints are eliminated at the classical level and one quantizes only the reduced system, one recovers the Schrödinger equation (4.6) - (4.7). This is how the foliation fixing is ordinarily described.\(^{94}\)

- **Foliation Fixing Versus General Relativity.** The foliation fixing prevents one from asking what would happen if one attempted to measure the gravitational degrees of freedom on an arbitrary hypersurface. Such a solution to the problem of functional evolution amounts to conceding that one can quantize gravity only by giving up general relativity: to say that quantum gravity makes sense only when one fixes the foliation is essentially the same thing as saying that quantum gravity makes sense only in one coordinate system.

5. Interpretations of Quantum Gravity

Quite a number of different proposals were made over the years on how to interpret quantum gravity. There are basically three ways in which they tried to cope with the problem of time:

I. **Internal Time Framework.** Time is hidden among the canonical variables and it must be identified prior to quantization. The basic equation on which the interpretation is based is a Schrödinger equation, not the Wheeler-DeWitt equation. This class of interpretations is prone to the multiple choice problem.

II. **Wheeler-DeWitt Framework.** The constraints are imposed in the metric representation and they yield the Wheeler-DeWitt equation. One strives for a dynamical interpretation of the solutions of the Wheeler-DeWitt equation which would be insensitive to the identification of time from among the metric
variables. This class of interpretations is prone to the Hilbert space problem.

III. Quantum Gravity Without Time. This class of interpretations is again mostly (though not necessarily) based on the Wheeler-DeWitt equation. It stresses the idea that one does not need time to interpret quantum gravity or, indeed, quantum mechanics in general. Time may emerge in particular situations, but even if it does not, quantum states still allow a probabilistic interpretation.

I find this classification of interpretations useful, even if the boundaries of the three classes are not sharply defined. I shall discuss ten representative attempts at interpreting quantum gravity under these headings.

I. Internal Time Framework.

- Internal Schrödinger Interpretation. Time (in the form of the embedding variables) is separated from the dynamical degrees of freedom by a canonical transformation in the geometric phase space prior to quantization. The constraints are resolved for the embedding momenta and in this form imposed on the physical states. The probabilistic interpretation is based on the resulting Schrödinger equation.

- Matter Clocks and Reference Fluids. The standard of time is provided by a matter system coupled to geometry rather than by the geometry itself. The introduction of matter facilitates the handling of the constraints which yield the Schrödinger equation.

- Unspecified Cosmological Constant. The cosmological constant $\lambda$ is considered as a (conserved) dynamical variable. The super-Hamiltonian constraint yields the Schrödinger equation in the "cosmological time" conjugate to $\lambda$.

II. Wheeler-DeWitt Framework.

- Klein-Gordon Interpretation. The Wheeler-DeWitt equation is considered as an infinitely-dimensional analogue of the Klein-Gordon equation for a relativistic particle. The statistical interpretation of the theory is based on the Klein-Gordon norm, which is expected to be positive on a suitably restricted subspace of solutions.

- Semiclassical Interpretation. It is contended that the Wheeler-DeWitt equation has a probabilistic interpretation only if the Universe is in a semiclassical state. In this case, the Wheeler-DeWitt equation is approximated by the
Schrödinger equation.

- **Third Quantization.** The problems presented by the indefinite inner product of the Klein-Gordon interpretation are faced by suggesting that the solutions of the Wheeler-DeWitt equation are to be turned into operators. This is analogous to subjecting the relativistic particle whose state is described by the Klein-Gordon equation to second quantization.

III. Quantum Theory Without Time.

- **Naive Schrödinger Interpretation.** It is suggested that the square $|Ψ[g]|^2$ of a solution $Ψ[g]$ of the Wheeler-DeWitt equation is the probability density for finding a spacelike hypersurface which carries the geometry $g$.

- **Conditional Probability Interpretation.** This is an elaboration of the naive Schrödinger interpretation. Again, the space of solutions of the Wheeler-DeWitt equation is equipped with the Schrödinger norm. For any two projection operators $Â$ and $B$, one gives the conditional probability that the answer to $Â$ is yes if the answer to $B$ is yes. In special cases, $B$ is supposed to define an instant of time at which $Â$ is measured.

- **Sum-Over-Histories Interpretation.** Path integrals are claimed to make sense even outside the Hilbert space framework. They are supposed to provide an interpretation of quantum systems which do not necessarily carry with them the notion of time.

- **Frozen Time and Evolving Constants of the Motion.** It is maintained that observables in quantum gravity are those dynamical variables which commute with all the constraints, i.e., which are the constants of the motion. An attempt is made to explain how such observables can describe an evolving Universe.

I shall devote the rest of my study to a critical examination of these ten interpretations. I have reviewed the issue of time in quantum gravity on two previous occasions, at the second Oxford Symposium on Quantum Gravity and at the Osgood Hill Meeting. My present analysis is parallel to that given by Isham at the 1991 Schladming Winter School. Alternative reviews of some of these interpretations were given by Unruh and Wald and by Barbour and Smolin.
6. Internal Schrödinger Interpretation

I shall now discuss those interpretations of quantum gravity which insist that time is to be identified from among the geometric canonical variables and that the classical constraints must be cast into a very special form before quantization. Let me sketch the sequence of steps by which this is done:

I. The embedding variables $X^A(x)$ are separated from the true gravitational degrees of freedom $\phi^i(x)$ by a canonical transformation (1.5).

II. The constraints (1.1) - (1.4) are solved with respect to the embedding momenta and then replaced by a classically equivalent set of constraints (1.6).

III. Those new constraints are turned into operators (2.3) and imposed as limitations (2.6) on the physical states.

The outcome of this procedure is a functional Schrödinger equation (2.7). Indeed, this is the justification of all the trouble. One knows pretty well how to interpret a state function(al) which satisfies a Schrödinger equation, while it is not at all clear how to interpret a state function(al) which satisfies the original form (2.4) - (2.5) of the quantum constraints.

Provided that the functional evolution problem is solved, the functional Schrödinger equation is internally consistent and one can find its solutions $\Psi[X,\phi]$. At least formally, the functional integral

$$\langle \Psi | \Psi \rangle := \int D\phi \, |\Psi[X,\phi]|^2 \quad (6.1)$$

does not depend on the embedding $X^A(x)$, i.e., on the internal many-fingered time. The inner product (6.1) turns the space $\mathcal{F}$ of solutions $\Psi[X,\phi]$ of the Schrödinger equation (2.7) into a Hilbert space. The Hilbert space structure provides the customary statistical interpretation of the quantized system. In particular,

$$D\phi \, |\Psi[X,\phi]|^2 \quad (6.2)$$

is interpreted as the probability to find the true gravitational degrees of freedom $\phi^i(x)$ lying in the cell $D\phi$ on a hypersurface $X^A = X^A(x)$ specified by the internal embedding variables. More generally, the inner product (6.1) allows one to construct meaningful quantum observables. Any functional
\[ \hat{F} = F[X^a, \hat{\phi}, \hat{\pi}] \] (6.3)

of the true gravitational variables \( \hat{\phi}(x), \hat{\pi}(x) \) and of the embedding \( X^a(x) \) which is self-adjoint under the inner product (6.1) is an observable. An observable does not need to be a constant of the motion, i.e., the operator \( \hat{F} \) does not need to commute with the constraints (2.3) on the space of solutions:

\[ [\hat{F}, \hat{H}_\alpha(x)] \Psi \neq 0 \text{ for } \Psi \in \mathcal{H}. \] (6.4)

Nevertheless, the familiar rules of quantum theory allow one to ask and answer questions about the spectrum of \( \hat{F} \) and the probability that, in the state \( \Psi \), the observable \( \hat{F} \) on the hypersurface \( X^a(x) \) assumes a value \( F \) allowed by its spectrum.

The basic question in this program is how to choose the internal time variable. Three broad classes of options have been explored:

- **Intrinsic Time** \( T(x; g) \). One assumes that the time variable is constructed entirely out of the intrinsic metric \( g_{ab} \) carried by the hypersurface.

- **Extrinsic Time** \( T(x; g,p) \). To identify the hypersurface, one needs to know not only its intrinsic metric, but also its extrinsic curvature, i.e., how the hypersurface is bent in the encompassing Einstein spacetime.

- **Matter Time.** Time is to be constructed, not from the geometric data, but from matter fields coupled to gravity. I discuss this possibility in the next section. For the time being, I will confine my attention to vacuum gravity.

Very little is known about how to choose an internal time and make sense of the resulting Schrödinger equation in full quantum gravity. Indeed, the only general scheme which was seriously contemplated was to foliate spacetime either by maximal hypersurfaces or by hypersurfaces of constant mean extrinsic curvature, and call these the hypersurfaces of constant time. The remaining proposals were made on models. I shall mention these first, and then return to the mean extrinsic curvature scheme.

- **Homogeneous Cosmologies.** A single real variable, rather than a function, is needed to label the leaves of the privileged foliation on which both the intrinsic metric and the extrinsic curvature are homogeneous. The early work on homogeneous models revealed that a useful internal time variable labeling the leaves is the logarithm (3.4) of their total volume.\(^{53,54}\) The choice (3.4) is a
primary example of an intrinsic time. Other choices, including the mean extrinsic curvature of the leaves, were also explored.$^{13,96}$

To bring the super-Hamiltonian constraint of the model (like Eq. (3.5) for the mixmaster universe) to the Schrödinger form, one must solve a quadratic equation for $p_\alpha$.

- **Linearized Gravity.** The advantages of an extrinsic time as a tool for casting geometrodynamics into the Schrödinger form first emerged in the linearized theory of gravitation.$^{99-101}$ The state functionals of the linearized theory are defined on embeddings which only slightly differ from the hyperplanes of the flat background. When one uses the Minkowskian coordinates $X^K = (T, Z^k)$ of the background, one can assume that $T_{,a}(x)$ and $Z^k_{,a}(x)$ are small quantities. The intrinsic geometry of a hypersurface $T = T(x)$ in the Minkowski spacetime depends on $T(x)$ only through the terms of the second order. On the other hand, the extrinsic curvature $K_{ab}(x)$ is influenced by a small deformation from the hyperplane already in the terms linear in the deformation:

$$K_{ab}(x) = T_{,ab}(x). \quad (6.5)$$

It is thus easier to determine $T(x)$ by looking at the extrinsic curvature of the hypersurface rather than at its intrinsic geometry.$^{101}$ A deformation $Z^k(x)$ of the Cartesian coordinates on the hyperplane, however, affects the intrinsic metric in the first order,

$$g_{ab}(x) = \delta_{ab} + Z_{(a,b)}(x). \quad (6.6)$$

This enables one to reconstruct $Z^k(x)$ from the metric.

In linearized gravity, the true degrees of freedom are superimposed on the coordinate-induced effects (6.5) and (6.6). To separate them from the embedding variables, one uses the decomposition of symmetric tensors $f_{ab}(x)$ into transverse traceless $f_{T \,ab}$, transverse $f_{T \,ab}$ and longitudinal $f_{L \,ab}$ parts with respect to the flat background:

$$f_{ab} = f_{T \,ab} + f_{T \,ab} + f_{L \,ab}, \quad (6.7)$$

$$f_{T \,ab,\,b} = 0 = f_{T \,ab}, \quad f_{T \,ab,\,b} = 0,$$

with
\[ f^L_{ab} = f_{(a,b)} , \quad f^T_a := \Delta^{-1}(f_{ab,b} - \frac{1}{2} \Delta^{-1}f_{bc,bca}) ; \]
\[ f^T_{ab} = \frac{1}{2}(f^T_\delta_{ab} - \Delta^{-1}f^T_{\delta,ab}) , \quad f^T := f_{aa} - \Delta^{-1}f_{ab,ab} ; \]
\[ f^{TT}_{ab} = f_{ab} - f^T_{ab} - f^L_{ab} . \]  
(6.8)

(The indices are raised and lowered by the background metric \( \delta_{ab} \), and \( \Delta^{-1} \) is the inverse Laplacian.)

The decomposition (6.7) - (6.8) can be applied to the linearized canonical variables \( h_{ab} = g_{ab} - \delta_{ab} \) and \( p_{ab} \). Equations (6.5) and (6.6) which are valid in the Minkowski spacetime can be written as

\[ T(x) = -\frac{1}{2}\Delta^{-1}p^T(x) , \quad Z^k(x) = h^k(x) . \]  
(6.9)

One adopts them as definitions of the embedding variables in linearized gravity. The first equation (6.9) represents a choice of extrinsic time.

The conjugate momenta to the canonical coordinates (6.9) are

\[ P_T = \Delta h^T(x) , \quad P_k(x) = -2(\Delta p_k(x) + p_{i,ik}(x)) . \]  
(6.10)

The canonical transformation (1.5) which separates the embedding variables from the true dynamical degrees of freedom takes the form

\[ h_{ab}(x), p^{ab}(x) \rightarrow T(x), Z^k(x), h^{TT}_{ab}(x) ; \]
\[ P_T(x), P_k(x), p^{TT}_{ab}(x) . \]  
(6.11)

The meaning of the quantities \( p^T \) and \( h^k \) as parameters specifying the choice of spacetime coordinates was discovered by Arnowitt, Deser, and Misner (ADM).\(^9\)\(^{10}\)

To exclude these surplus variables, ADM fixed the foliation and the reference frame by the coordinate conditions

\[ T(x) = t = \text{const}, \quad Z^k(x) = x^k . \]  
(6.12)

In the many-fingered time formalism, one prefers to keep the variables (6.9) and (6.10) in the theory.

In linearized gravity, the constraints are to be written up to the quadratic
terms in the perturbations of $g_{ab}$ and $p^{ab}$. When expressed in the new canonical variables (6.11), they are to this order linear in the embedding momenta. Their imposition on the states $Ψ[T,Z,h^{TT}]$ leads then to a functional Schrödinger equation.\(^{101}\)

Arnowitt, Deser and Misner proposed to use the extrinsic time (6.9) even for large perturbations. Unfortunately, the flat background used in the decomposition (6.7) - (6.8) loses then its geometric and physical significance, and the constraints written in the new variables become unmanageable.

- **Cylindrical Gravitational Waves.**\(^{35,102}\) Cylindrical symmetry allows an infinite number of gravitational degrees of freedom and, by permitting $\infty$ many deformations of a hypersurface, it does not fix a single foliation. There are, however, natural spacetime coordinates $T,R$ (the Einstein-Rosen time and radial coordinates) in which the vacuum Einstein equations for the cylindrical wave assume a simple form. The Einstein-Rosen radial coordinate is simply the function $R(r)$ characterizing the intrinsic metric (3.1). The Einstein-Rosen time can be reconstructed from the function $p_{\gamma}(r)$ characterizing the extrinsic curvature:

$$T(r) = T(\infty) - \int_{\infty}^{r} dr \, p_{\gamma}(r). \tag{6.13}$$

It is a good example of extrinsic time. One can complete Eq. (6.13) into a canonical transformation

$$\gamma, R, \psi; p_\gamma, p_R, \pi_\psi \to T, R, \psi; P_T, P_R, \pi_\psi \tag{6.14}$$

by putting

$$P_T = -\gamma' + (\ln(R'^2 - p_\gamma^2))' \quad \text{and} \quad \tag{6.15}$$

$$P_R = p_R + (\ln(R' - p_\gamma)/(R' + p_\gamma))'.$$

The midisuperspace restrictions (3.2) - (3.3) of the super-Hamiltonian and supermomentum constraints are linear in the $2\omega^1$ momenta $P_T$ and $P_R$ and they are thus easily resolved:

$$P_T + (R'^2 - T'^2)^{-1}\left[\frac{1}{2}(R^{-1}\pi_\psi^2 + R\psi'^2)R' - \psi'\pi_\psi T'\right] = 0,$$

$$P_R + (R'^2 - T'^2)^{-1}\left[-\frac{1}{2}(R^{-1}\pi_\psi^2 + R\psi'^2)T' + \psi'\pi_\psi R'\right] = 0. \tag{6.16}$$

The resulting constraints have the same form as those for a massless scalar field.
ψ propagating on a flat Minkowskian background which is parametrized by the introduction of arbitrary curved spacetime hypersurfaces T(r), R(r). This procedure illustrates how an appropriate choice of the embedding variables can simplify the originally unwieldy constraints.

The canonical quantization based on the constraints (6.16) leads to a 2σ^3 - fingered time Schrödinger equation. For the adopted foliation (6.12), this equation reduces to an ordinary Schrödinger equation for a single massless scalar field in Minkowski space.

- The Mean Extrinsic Curvature as Time. The simplifications achieved by a judicious choice of extrinsic time in some midisuperspace models and in linearized gravity encourages the search for extrinsic time in full geometrodynamics. An obvious choice seems to be

\[ T(x) := \frac{2}{3} |g(x)|^{-\frac{1}{3}} p(x), \quad P(x) := - |g(x)|^{\frac{1}{6}}; \]  \hspace{1cm} (6.17)

Indeed, T(x) and P(x) are a set of 2σ^3 canonically conjugate variables. Dirac proposed that gravity in asymptotically flat spacetimes should be quantized on maximal hypersurfaces T(x) = 0.94 The choice (6.17) was elaborated into an effective and elegant scheme of solving the classical constraint equations (1.3) - (1.4) by York and his collaborators.103-105

Equations (6.17) can be completed into a canonical transformation by introducing the conformal metric σ_{ab} and its conjugate momentum π^{ab}:

\[ \sigma_{ab} := |g|^{-\frac{1}{3}} g_{ab}, \quad \pi^{ab} := |g|^{\frac{1}{6}} (p^{ab} - \frac{1}{3} p g^{ab}). \]  \hspace{1cm} (6.18)

Each of these quantities has only 5σ^3 independent components. To simplify the description I shall not attempt to split them further into the 3σ^3 frame variables Z^k(x) and 2σ^3 gravitational degrees of freedom, in contrast to what is done in York's theory.

In terms of the new variables T and P, the super-Hamiltonian constraint (1.2), (1.4) becomes a quasi-linear elliptic equation for \( \phi := P^{1/6} \):

\[ \Delta_{\sigma} \phi - \frac{1}{8} R[\sigma] \phi + \frac{1}{8} \pi_{ab} \pi^{ab} \phi^{-7} - \frac{3}{64} T^2 \phi^5 = 0. \]  \hspace{1cm} (6.19)

Assume that one can find the solution \( \phi(x; T, \sigma, \pi) \) of this equation and hence the corresponding Hamiltonian density \( h = - \phi^6 \). One can then replace the super-
once when it is recontracting. (This was often adduced as a reason why an extrinsic time is to be preferred to an intrinsic time). The global problems of the maximal and $K = \text{const}$ foliations have been studied in the literature.\textsuperscript{108-114} Still, very little is known about the global problem of time in full classical geometrodynamics. These topics definitely deserve more attention.

- **Spectral Analysis Problem.** The solution of the constraints with respect to the embedding momenta may not exist for all values of the dynamical variables and, even if it does, it may be too complicated. One can notice this already on minisuperspace models,\textsuperscript{115,96} like the mixmaster universe: the constraint (3.5) contains a square root and, because the potential $V(\beta_+, \beta_-) - 1$ is negative in the region close to the origin of the $\beta_+$, $\beta_-$ plane, the expression under the square root becomes negative for some values of the variables $\beta_+$, $\beta_-$, $p_+$, $p_-$. In quantum theory, one is called to replace the canonical variables $\beta_{\pm}$, $p_{\pm}$ by operators and give a meaning to the square root. This can be done in two steps, by first defining the operator under the square root, and then defining the square root itself by spectral analysis. There are two difficulties with this procedure. First, if the operator under the square root is not a positive definite operator, spectral analysis yields a Hamiltonian which is not self-adjoint. The Schrödinger equation (2.7) then does not yield unitary evolution. Second, even if the operator under the square root were a positive definite operator, spectral analysis is an involved nonlocal procedure which requires solving an eigenvalue problem for the operator in question. It may be difficult to write such a solution in an explicit form.

The spectral analysis problem becomes even more severe in full geometrodynamics because finding the many-fingered Hamiltonian $h_A(x; X, \phi, \pi)$ often requires solving nonlinear differential equations and because the definition of the operators involves renormalization problems. To give an example, if one tries to convert the York algorithm into a Schrödinger equation, one faces the problem of defining the operator version of the classical expression (6.20), whose dependence on the dynamical variables $\sigma_{ab}$ and $\pi^{ab}$ is known only implicitly, through the statement that the conformal factor $\phi$ must satisfy the Lichnerowicz-York equation (6.19).

The study of minisuperspace models and covariant field systems like string models strongly indicates that, if there is an internal time which converts the old constraints into the Schrödinger form, such a time is a nonlocal functional of the geometric variables. It is also likely that the many-fingered Hamiltonian $h_A(x; X, \phi, \pi)$ corresponding to such a choice of time is defined only implicitly, by solving PDE's or by an even more complicated procedure, and that the resulting expression is a rather horrendous functional of the new dynamical variables. This makes the whole program of interpreting quantum gravity through
Hamiltonian constraint (1.4) by an equivalent constraint
\[ \Pi(x) := P(x) + h(x; T, \sigma, \pi) = 0 \] (6.20)
whose quantum version is a functional Schrödinger equation\(^{33}\)
\[ i \frac{\delta \Psi[T, \sigma]}{\delta T(x)} = h(x; T, \dot{\sigma}, \dot{T}) \Psi[T, \sigma] . \] (6.21)

(The task of separating the frame variables \(Z^k(x)\) from the gravitational degrees of freedom and solving simultaneously the supermomentum constraints for the conjugate momenta is much more involved.\(^{105-106}\) The equations decouple only if one fixes the foliation: \(T = t = \text{const.}\).

Having summarized the situations in which the identification of an internal time variable proved useful in quantum canonical gravity, I must turn to the problematic features of such a procedure. The two main problems, the global time problem and the multiple choice problem, representing the opposites of the embarrassment of poverty and the embarrassment of riches, were already identified in Sections 1 and 2. Besides them, there are more specific difficulties which remain to be pointed out.

- **Global Time Problem.** It may happen that the constraint system (1.6) cannot be made globally equivalent to the constraint system (1.3) - (1.4) by any choice of internal time. This must happen if there does not exist a global choice of the time function on the phase space such that each classical trajectory intersects every hypersurface of constant internal time once and only once. (This is the analogue of the Gribov problem\(^{106}\) for parametrized dynamical systems). These problems were studied for simple model systems - a couple of harmonic (antiharmonic) oscillators in a stationary state (Section 3)\(^{10-12}\) and in homogeneous cosmologies\(^{13}\) - by Hájíček. The analysis of the harmonic oscillator systems reveals that many such models do not allow a global time function, and that such models get more and more frequent as the number of the oscillators increases. It is also known that some homogeneous cosmological models - e.g., the Friedmann universe driven by a massive scalar field - do not possess a global time function.\(^{13,107}\) A systematic analysis of the global time problem for homogeneous cosmological models was not done, but it seems likely that the lack of a global time function is quite generic within this class. Further, even if such a function exists for a given model, it is fairly obvious that some popular choices of the time function are not globally valid. Thus, e.g., the volume time (3.4) is not globally permitted in oscillating cosmological models, because the universe attains a given value of \(\Omega < \Omega_{\text{MAX}}\) at least twice, once when it is expanding, and
an identification of internal time rather remote and unattractive.

- **Multiple Choice Problem.** If there is not a geometrically natural
dee choice of internal time, all choices of time are equally good or equally bad. One
faces then the problem of comparing quantum theories which follow from
different choices of an internal time variable.
The multiple choice problem can be neatly analyzed on the model (3.6) of
a relativistic particle moving in a Riemannian spacetime. Any time function
$T(Q)$ whose level surfaces are spacelike and foliate $\mathcal{M}$ has the property that each
dynamical trajectory of the particle (which is timelike) intersects each leaf of the
foliation $T(Q) = \text{const}$ (which is spacelike) once and only once. There is no
global problem of time for a relativistic particle, but there is a multiple choice
problem: There are infinitely many permissible time functions $T(Q)$. The time
functions are constructed from the configuration variables $Q$; they are analogous to
different choices of intrinsic time in canonical geometrodynamics.

Construct the reference frame of worldlines orthogonal to the leaves of the
foliation $T(Q) = \text{const}$ and label the worldlines by the comoving coordinates $q^a$.
The normal separation of the leaves of the $T(Q) = \text{const}$ foliation is then
characterized by the lapse function $N(T)$.

Perform the point transformation

$$Q^a, \; P_A \to T, \; P_T; \; q^a, \; p_a$$

(6.22)
on the phase space of the particle and solve the constraint (3.6) with respect to the
momentum $P_T$:

$$H_T := P_T + h_T(T, q, p) = 0,$$

$$h_T := \left( N^2(T, q)(h^{ab}(T, q)p_a p_b + M^2 V(T, q)) \right)^{1/2},$$

(6.23)

here, $h_{ab}$ is the intrinsic metric on the leaves of the $T = \text{const}$ foliation. For
future-oriented timelike trajectories, the square-rooted constraint (6.23) is
equivalent to the quadratic constraint (3.6). So are any two square-rooted
constraints adapted to two different foliations $T_1$ and $T_2$. The dynamical
evolutions generated by all such constraints are mutually consistent. This is
ensured by the closure of the Poisson brackets

$$\{H_{T_1}, \; H_{T_2}\} = "C" \; H_{T_1} H_{T_2} + "C" \; H,$$

$$\{H_T, \; H\} = "C" \; H_T + "C" \; H.$$  

(6.24)
The structure functions $"C$" are fairly hideous, but they are all regular on the
constraint surface. There is no problem of time in classical relativistic mechanics.
One can turn the dynamical variables \( q^a, p_a \) into operators and define the Hamiltonians \( H_r \) by spectral analysis. One can then impose the constraints (6.23) as restrictions on the state functions \( \Psi(Q) \):

\[
\hat{H}_{T_1} \Psi = 0 \Rightarrow \Psi \in \mathcal{F}_1, \quad (6.25)
\]

\[
\hat{H}_{T_2} \Psi = 0 \Rightarrow \Psi \in \mathcal{F}_2. \quad (6.26)
\]

One obtains thereby the Schrödinger equations based on the foliations \( T_1(Q) = \text{const} \) and \( T_2(Q) = \text{const} \). I have denoted the spaces of solutions of these Schrödinger equations by \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \), respectively. One can also impose the original constraint (3.6) on the states \( \Psi \) and obtain thereby the Klein-Gordon equation

\[
\hat{D} \Psi = 0 \Rightarrow \Psi \in \mathcal{F}_0. \quad (6.27)
\]

whose solution space is called \( \mathcal{F}_0 \).

For different choices of the intrinsic time \( T(Q) \), the spaces \( \mathcal{F}_1, \mathcal{F}_2 \), and \( \mathcal{F}_0 \) can be compared with each other, because each \( \Psi(Q) \) can be considered to be a scalar function on \( \mathcal{H} \). The multiple choice problem arises because these spaces do not coincide. Technically, one cannot find a factor ordering of the constraints which, based purely on the geometric structures used when writing down each individual constraint, would make the redundant constraint system (6.25) - (6.26) consistent, i.e., which would take the classical closure relations (6.24) into commutator relations in which the operators \( \hat{H}_{T_1}, \hat{H}_{T_2}, \) and \( \hat{H} \) on its right-hand side would act on \( \Psi \) before the "C"'s and annihilate it. If the foliations \( T_1 \) and \( T_2 \) are such that they share the same initial and the same final hypersurface, the initial state \( \Psi_{\text{IN}} \) evolved by the Schrödinger equation (6.25) yields in general a different final state \( \Psi_{\text{FIN}} \) from that obtained by evolving \( \Psi_{\text{IN}} \) by the Schrödinger equation (6.26). The quantum mechanics (6.25) can in principle be compared with the quantum mechanics (6.26) and they are in general found to be mutually incompatible. When the two choices of the time function are based on an extrinsic time, it is even difficult to see how one can compare the ensuing quantum mechanical schemes. The multiple choice problem for the intrinsic time functions can be resolved only for a particle which moves in a stationary spacetime with a stationary potential \( V \); the solution depends on the existence of a privileged background structure, namely, a timelike Killing vector field.

The multiple choice problem in canonical geometrodynamics is at least as serious as the multiple choice problem explained here for the relativistic particle.
- Spacetime Problem. I pointed out that time in general relativity is a function variable rather than the single parameter of Newtonian mechanics. In classical geodynamics, one is asked to reconstruct the time coordinate $T$ of an event $X$ in an Einstein spacetime $(\mathcal{M}, \gamma)$ from the canonical data $g_{ab}(x)$, $p^{ab}(x)$ on an embedding $X(x)$ passing through $X$. The time should emerge from the canonical formalism as a spacetime scalar which does not depend on the embedding from which it was reconstructed. Thus, if two embeddings intersect at the same event $X$ and if the canonical data on these two embeddings are related by Einstein's equations, the internal time $T(x; g,p)$ obtained from such two sets of the canonical data should be the same. This imposes the requirement

$$\{T(x), \int_{\Sigma} d^3x' H(x')N(x')\} \approx 0 \quad \forall N(x') : N(x) = 0,$$

on the possible candidates $T(x; g,p)$ for an internal time function. The same limitation, of course, should also be imposed on the internal spatial coordinates $Z^k(x; g,p)$. To find internal embedding variables which satisfy Eq. (6.28) constitutes the spacetime problem.

The requirement (6.28) is indeed quite strong. It is fairly obvious that it excludes any intrinsic time $T(x; g)$ which, like $R(x; g)$, is a local functional of the three-geometry. It also excludes some obvious choices of extrinsic time. Thus, e.g., the time function (6.17) is blatantly not a spacetime scalar: When one bends a hypersurface around a given event in a vacuum Einstein spacetime, the extrinsic curvature $\frac{1}{2} g^{\mu \nu} \gamma_{\mu \nu}$ changes even if the event remains the same. The time function (6.17) helps one to define a unique foliation $T(x) = t = \text{const}$ of a vacuum Einstein spacetime by hypersurfaces of constant mean extrinsic curvature, but the value of $T(x)$ on a hypersurface which is transverse to that foliation gives the mean extrinsic curvature on that hypersurface, not the mean extrinsic curvature on the leaf of the foliation passing through the same event. The canonical coordinate (6.17) thus cannot be turned into a coordinate in spacetime. For this reason, the time variable (6.17) is unsuitable as a many-fingered time variable in the functional Schrödinger equation (2.7).

It should in principle be possible to take the data $g_{ab}$, $p^{ab}$ on an embedding and construct from them a time function $T_0(x; g,p)$ whose value at $x$ would equal (4/3 of) the mean extrinsic curvature of the hypersurface of constant mean extrinsic curvature passing through the same event. Such a time function would be a spacetime scalar. However, one can expect $T_0(x; g,p)$ to be a hideously nonlocal functional of the hypersurface data $g_{ab}$, $p^{ab}$. Essentially, the construction of $T_0(x; g,p)$ calls for building the whole spacetime by the evolution of the initial data $g_{ab}$, $p^{ab}$, finding in this spacetime the leaves of constant mean extrinsic...
curvature, and assigning this constant mean curvature to the points at which the leaves intersect the initial hypersurface.

There are, of course, local functionals $F(x; g, p)$ of the canonical data which are spacetime scalars. As an example, one can take the square $R_{x y z w}(X)R^{x y z w}(X)$ of the Riemann curvature tensor of a vacuum Einstein spacetime, and reexpress it in terms of the canonical data on a spacelike hypersurface. However, such an $F(x)$ can be a candidate for the time function $T(x)$ only if $\{F(x), F(x')\} = 0$ and if the hypersurfaces $F(x) = \text{const}$ are spacelike. Even then, to use $F(x)$ as a time function one must split it from the rest of the canonical variables by a canonical transformation, which is by no means a trivial task. So far, I do not know a single concrete example of a decomposition of the fundamental canonical variables based on a scalar time function $T(x)$.

7. Matter Clocks and Reference Fluids

The intrinsic geometry and extrinsic curvature of a spacelike hypersurface enter into the constraints in a complicated way. Nothing in the structure of the constraints tells us how to distinguish the true dynamical degrees of freedom from the quantities which determine the hypersurface. This makes the task of constructing an internal time from the geometric variables so difficult and ambiguous.

The main role of embedding variables is to provide an orientation in spacetime, i.e., to identify spacetime events. The founding fathers of general relativity invented a conceptional device which does exactly that: the notion of a reference fluid. The particles of the fluid identify space points, and clocks carried by them identify instants of time. These fix the reference frame and the time foliation. In that frame and on that foliation, the metric itself, rather than the geometry, becomes measurable.

The concept of reference fluid goes back to Einstein,\(^{118}\) who coined for it the charming term "molusc", and to Hilbert who, in the second of his famous communications on foundations of physics,\(^{119}\) formalized the idea that the coordinate system should be realized by a realistic fluid carrying clocks which keep a causal time: He imposed a set of inequalities ensuring that the worldlines of the reference frame be timelike and the leaves of the time foliation be spacelike.

The reference fluid is traditionally considered as a tenuous material system whose back reaction on the geometry can be neglected. There is just enough matter to tell us where we are but not enough of it to disturb the geometry. Instead of deriving the motion of the fluid from its action, one encodes it in the coordinate conditions. These are statements about the metric which hold in the
coordinate system of the fluid and are violated in any other system. Unfortunately, such a standpoint makes it difficult to view the reference fluid as a physical object which, in quantum gravity, could assume the role of an apparatus for identifying spacetime events.

To turn the reference fluid into a physical system, one can follow one of two alternative routes. The first one is to picture the fluid as a realistic material medium and devise a Lagrangian which describes its properties. By adding this Lagrangian to the Hilbert Lagrangian, one couples the fluid to gravity. The second route imposes the coordinate conditions before variation by adjoining them to the action with Lagrange multipliers. The additional terms in the action are then parametrized and interpreted as a matter source.

- Phenomenological Fluids in Quantum Gravity. The first route of using phenomenological fluids in quantum gravity was pioneered by DeWitt. In the covariant approach, DeWitt coupled the gravitational fluid to an elastic medium carrying mechanical clocks. From these objects he constructed idealized apparatuses which, in the spirit of the Bohr-Rosenfeld analysis of measurability in quantum electrodynamics, were able to detect appropriate projections of the quantized Riemann curvature tensor. A little later, he used the same device for interpreting the canonical minisuperspace quantization of the Friedmann universe: he introduced a cloud of clocks into the model and studied their correlations with the radius of the universe. DeWitt's approach was recently rediscovered by Rovelli. Rovelli used a square-root Hamiltonian for the clocks. He argued that when the clock's momentum is large in comparison with its mass, the Dirac constraint quantization approximately leads to a Schrödinger equation.

- Reference Fluids Associated With Coordinate Conditions. The association of a material medium with coordinate conditions stems from the problem of representing spacetime diffeomorphisms in canonical gravity. Isham and Kuchar approached this problem by breaking the invariance of general relativity by Gaussian coordinate conditions and restoring it again by parametrization. This procedure leads to the modification of the constraints by terms which are linear in the momenta conjugate to the Gaussian coordinates. Hartle discussed the Schrödinger equation obtained by imposing the new constraints as restrictions on the physical states. In the end, he dismissed the new terms as devoid of physical reality. Halliwell and Hartle related the new form of the constraints to the sum-over-histories approach to quantum gravity. Kuchar and Torre showed that the modified constraints follow from an action principle when one enforces the Gaussian coordinate conditions with Lagrange multipliers, and that the new terms can be identified with energy-momentum densities of the
corresponding reference fluid. This method is applicable to any coordinate conditions. The harmonic coordinate conditions were treated by Kuchař and Torre\textsuperscript{132} and Kuchař and Stone.\textsuperscript{133} The $K = \text{const}$ slicing condition was related to a reference fluid by Kuchař.\textsuperscript{134} The same approach can be used for introducing the conformal, harmonic, and light-cone gauges in the canonical theory of a bosonic string\textsuperscript{81} and in the canonical treatment of (induced) two-dimensional gravity.\textsuperscript{135} I shall describe the Schrödinger interpretation of quantum gravity based on the matter clock associated with a Gaussian reference fluid.

- **Gaussian Reference Fluid.** In the normal Gaussian coordinates $X^K = (T,Z^k)$ four components of the spacetime metric $\gamma^{KL}$ are fixed by the conditions

$$\gamma^{00} + 1 = 0, \quad \gamma^{0k} = 0. \quad (7.1)$$

These follow from the action

$$S_F[\gamma_{KL}, M, M_k] = \int \mathcal{M} d^4X |\det(\gamma_{KL})|^{1/4} \left( -\frac{1}{2} M(\gamma^{00} + 1) + M_k \gamma^{0k} \right) \quad (7.2)$$

by varying the Lagrange multipliers $M_k = (M,M_k)$. By expressing the privileged (Gaussian) coordinates $X^K$ as functions of arbitrary (label) coordinates $x^a$, $X^K = X^K(x^a)$, one arrives at the parametrized action

$$S_F[\gamma_{\alpha\beta}, M_K, X^K] = \int \mathcal{M} d^4x |\det(\gamma_{\alpha\beta})|^{1/4}$$

$$\left( -\frac{1}{2} M(\gamma_{\alpha\beta} T_{,\alpha} T_{,\beta} + 1) + M_k \gamma_{\alpha\beta} T_{,\alpha} Z^{k}_{,\beta} \right). \quad (7.3)$$

This is added to the Hilbert action $S^G[\gamma_{\alpha\beta}]$ of vacuum gravity. The total action

$$S[\gamma_{\alpha\beta}, M_K, X^K] = S^G[\gamma_{\alpha\beta}] + S_F[\gamma_{\alpha\beta}, M_K, X^K] \quad (7.4)$$

describes the Gaussian reference fluid coupled to gravity.

The variation of the total action (7.4) with respect to $\gamma_{\alpha\beta}$ leads to the Einstein law of gravitation

$$G^{\alpha\beta} = \frac{1}{2} T^{\alpha\beta} := |\gamma|^{-1/2} \delta S_F / \delta \gamma_{\alpha\beta}, \quad (7.5)$$
in which there appears a source, $T^{\alpha\beta}$, the energy-momentum tensor of the reference fluid. The variation of the multipliers $M_K$ yields the parametrized Gaussian coordinate conditions. The variation of the function variables $X^K(x^a)$ gives the Euler hydrodynamic equations of the reference fluid. The variables
$X^k(x^a)$ thus play the role of the velocity potentials of the fluid.\textsuperscript{136,137} Because the action (7.4) is invariant under arbitrary transformations of $x^a$, the Euler hydrodynamic equations follow from the Einstein law and the Gaussian coordinate conditions. They amount to the conservation law $\nabla_\beta T^{\alpha \beta} = 0$ of energy and momentum of the reference fluid.

By introducing the mutually orthogonal fields

$$U^a := - \gamma^{a\beta} T_{\beta} \quad \text{and} \quad M_\alpha := M_k Z^k_\alpha ,$$

(7.6)

the energy-momentum tensor (7.5) takes the form

$$T^{\alpha \beta} = MU^\alpha U^\beta + M^{(\alpha} U^{\beta)}$$

(7.7)

of the Eckart energy-momentum tensor of a heat-conducting fluid.\textsuperscript{138,139} The four velocity $U^a$ of the fluid is the four-velocity of the Gaussian reference frame, the multiplier $M$ has the meaning of the proper mass density, and the spacelike vector $M^a$ is the heat flow. If the heat flow vanishes, the reference fluid turns into an incoherent dust.

- **Energy Conditions.** The use of Gaussian conditions as auxiliary conditions in the Hilbert action principle is a purely formal device. It is quite surprising that the energy-momentum tensor which emerges from this procedure seems to describe a simple physical system, namely, heat conducting dust. If we had such a material at our disposal and scattered it throughout space, we could identify the Gaussian coordinates with its physical state variables. Figuratively speaking, we could anchor the Gaussian coordinates to the physical worldlines of the dust. However, unlike an abstract Gaussian system, the dust can be real only if its energy-momentum tensor satisfies appropriate energy conditions.\textsuperscript{140}

For the energy-momentum tensor (7.7), the weak, the strong, and the dominant energy conditions are all equivalent, and they are satisfied if the multipliers $M_k$ satisfy the inequality

$$M - 2 |M| \geq 0 , \quad |M|^2 := \gamma^{a\beta} M_a M_\beta .$$

(7.8)

Unfortunately, even if Eq. (7.8) holds at one instant, it can be violated later by the dynamical evolution. Only if the heat flow vanishes, are the energy conditions preserved in time. This foreshadows the problems encountered in interpreting the Schrödinger equation obtained by quantizing geometry whose source is the Gaussian reference fluid.

- **Canonical Description of the Gaussian Reference Fluid.** As in all
theories with nonderivative gravitational coupling, the canonical description of gravity interacting with the reference fluid is obtained by adding to the gravitational super-Hamiltonian (1.2) (which we now call \( H^G(x) \)) the energy density \( H^F(x) \) of the fluid, and to the gravitational supermomentum (1.1) (which we now call \( H^G_s(x) \)) the momentum density \( H^F_s(x) \) of the fluid, and by imposing the constraints

\[
H := H^G + H^F = 0, \quad H_s := H^G_s + H^F_s = 0 \tag{7.9}
\]

The standard ADM analysis yields

\[
H^F_s(x) = X^K_s(x) P_K(x) \quad \text{and} \quad H^F(x) = n^K(x, X) P_K(x), \tag{7.10}
\]

with

\[
n^K = \left(1 + g^{ab} T_{a} T_{b} \right)^{1/2}, \quad (1 + g^{ab} T_{a} T_{b} )^{-1/2} g^{cd} T_{c} Z^k_{\, d}. \tag{7.11}
\]

The densities (7.10) are functionals of the embedding variables \( X^K(x) \), the embedding momenta \( P_K(x) \), and the intrinsic metric \( g_{ab}(x) \). The Lagrange multipliers were eliminated in the process.

The spectacular feature of Eq. (7.10) is that not only the momentum density \( H^F_s(x) \), but also the energy density \( H^F(x) \) is a linear homogeneous function of the embedding momenta \( P_K(x) \). It is thus straightforward to solve the constraints (7.9) with respect to \( P_K(x) \). The only thing one needs to do is find the cobasis \((-n_K, X^K_s)\) to the basis \((n^K, X^K_s)\). Geometrically, the coefficients (7.11) are the components of the unit normal to the embedding \( X^K(x) \) in the Gaussian coordinate system \( X^K \), and \( X^K_s \) are the tangent vectors to the embedding. The cobasis is formed by the dual covectors.

This brings the constraints into the form (1.6) on the extended phase space \( X^K, P_K, g_{ab}, p_{ab} \), with

\[
h_K(x; X, g, p) = - n_K(x; X, g) H^G(x; g, p) \tag{7.12}
\]

\[
\quad + X^a_K(x; X, g) H^G_s(x; g, p). \]

**Probabilistic Interpretation.** By imposing the constraints as operator restrictions on the state functional \( \Psi[X, g] \), I get the many-fingered time Schrödinger equation. This suggests that the expression

\[
|\Psi[T(x), Z^k(x), g_{ab}(x)]|^2 \tag{7.13}
\]
constructed from a solution of this equation can be interpreted as the probability density that, on the embedding $T(x)$, $Z^k(x)$, the metric $g_{ab}(x)$ which is measured in the system of coordinates $x^a$ connected to the Gaussian frame coordinates $Z^k$ by the transformation $Z^k = Z^k(x^a)$, be found in the cell $D_{g_{ab}}$ centered about $g_{ab}(x)$.

The advantages of the Gaussian matter time over an internal geometric time are rather obvious:

- Because the energy-momentum densities (7.10) are linear in the embedding momenta $P_k$, the many-fingered-time Hamiltonian (7.12) is a local functional of the variables $X$, $g$, and $p$ which is quadratic in $p^{ab}(x)$. There is no spectral analysis problem.

- Because the variables $X^k(x^a) = (T(x^a), Z^k(x^a))$ in the action (7.3) are spacetime scalars, the spacetime problem is automatically solved. Indeed, the embedding variables $X^k(x)$ satisfy Eq. (6.28).

- The introduction of a material reference frame and time foliation enables one to measure the metric rather than the mere (conformal) geometry.

An internal time based on the Gaussian reference fluid and the interpretation of quantum gravity which it offers come rather close to implementing the internal time program. However, there are two major objections against accepting such an interpretation of quantum gravity:

- **The Problem With Energy Conditions.** The clock variable $T(x)$ and the frame variables $Z^k(x)$ are physically realizable only when the reference fluid satisfies the appropriate energy conditions. When the energy conditions are violated, the variables $T(x)$, $Z^k(x)$ cannot be identified by observing the physical properties of a real system and the interpretation of the expression (7.13) loses a sound epistemological foundation. It is thus necessary to consider the status of the energy conditions (7.8) in quantum gravity.

In the canonical formalism, the weak energy condition simply requires that $H^2(x) \geq 0$. The super-Hamiltonian constraint (7.9) and the use of the step function $\theta$ enables one to express the energy condition as a set of constraints

$$\theta(H^G(x)) = 0 \quad \forall x \in \Sigma$$  \hspace{1cm} (7.14)

on the geometric variables. When these constraints are adjoined to the super-Hamiltonian and supermomentum constraints, the total system ceases to be first class:
\{\Theta(H^Q(x)), H(x')\} = 0 \text{ and } \{\Theta(H^Q(x)), \Theta(H^Q(x'))\} = 0.

(7.15)

The first inequality (7.15) tells us that the energy conditions are not preserved in time. The Poisson brackets (7.15) weakly vanish only if one imposes an additional constraint

\[ \mathbb{P}_k(x) = 0, \]

(7.16)

i.e., if one switches off the heat conduction and turns the Gaussian fluid into an incoherent dust. The constraint (7.16) tells us that the frame coordinates \( Z^k(x) \) are no longer measurable.

When one tries to impose the energy conditions (7.14) as operator restrictions on the states,

\[ \Theta(H^Q(x)) \Psi[X,g] = 0, \]

(7.17)

they become incompatible with the many-fingered time Schrödinger equation due to the commutator counterparts of Eq. (7.15). The consistency is restored for an incoherent dust, but the operator version of Eq. (7.16) makes the states independent of \( Z^k(x) \). The interpretation of

\[ |\Psi(x; T,g)|^2 \]

(7.18)

as the probability density for the geometry \( g(x) \) which is represented on the hypersurface \( T(x) \) by the metric \( g_{ab}(x) \) to be found in the cell \( Dg \) centered about \( g(x) \) is hampered by the fact that the geometry operator \( g(x) \times \) defined as a multiplication operator does not commute with the energy conditions. This does not mean that the probability density for the three-geometry \( g(x) \) does not exist, but that its identification requires a much more complicated and implicit procedure, analogous to the construction of the Newton-Wigner position operators for a relativistic particle.

It can be argued that the energy conditions (7.17) are unnecessarily strong, because they are imposed on energy densities, and these can become negative in a quantum field theory. One should keep in mind, however, that geometrodynamics is fundamentally different from an ordinary field theory: there, the classical energy density is positive-definite function of the field variables, while the classical expression \( H^Q(x) \) entering into Eq. (7.14) is indefinite.

- Reference Fluids are Phenomenological Systems. They can provide an interpretation of quantum gravity in "laboratory conditions," but one can
scarcely expect to find such systems, say, in the early Universe.

- **Fundamental Fields as Matter Clocks.** One can counter both of these objections by saying that matter clocks are to be constructed from fundamental matter fields rather than from phenomenological fluids. The energy density of fundamental fields is supposed to satisfy at least the weak energy condition at the classical level. Such fields will always be present, even when phenomenological systems are destroyed by tidal forces. The idea of constructing a matter clock from a massless scalar field was tried in minisuperspace models.\textsuperscript{56,13} (Incidentally, the massless scalar field is the reference fluid associated with the harmonic coordinate conditions.\textsuperscript{132})

- **Shortcomings of Fundamental Matter Clocks.** However, when one starts exploring the fundamental matter fields as possible clocks, the advantages provided by a simple phenomenological system, like the Gaussian fluid, start quickly disappearing. The positivity of the classical energy density precludes it from being linear in the momentum conjugate to the field. When solving the super-Hamiltonian constraint with respect to such a momentum, the spectral analysis problem reappears in the quantum theory. Because the solution depends on $H^G(x)$, which is not positive-definite, the range of the geometric variables must usually be restricted for the solution to be real. If the matter clock is constructed from any other field then a spacetime scalar, one faces again the spacetime problem. By and large, identifying the embedding variables from among the fundamental matter fields is as complicated as looking for a geometric clock.

8. Unspecified Cosmological Constant and Cosmological Time

- **Unimodular Gravity.** In one special case, the reference fluid associated with a coordinate condition allows a geometric interpretation. This is the unimodular coordinate condition

\[
| \det(y_{KL}) |^{1/2} = 1 \tag{8.1}
\]

fixing the spacetime volume element. The unimodular coordinates (8.1) were invoked by Einstein in the same paper in which he laid the foundations of the general theory of relativity.\textsuperscript{142} By imposing the unimodular condition before rather than after the variation, one obtains the law of gravitation with an unspecified cosmological constant.\textsuperscript{143} The reference fluid reduces in this case to the cosmological term. The law of gravitation with an unspecified cosmological constant was introduced by Einstein\textsuperscript{144} and recently rediscovered, revived and reviewed by a number of authors.\textsuperscript{145-148}
Unimodular gravity was cast into a canonical form by Henneaux and Teitelboim\textsuperscript{149} and by Unruh.\textsuperscript{143,150} The super-Hamiltonian constraint takes the familiar form

\[ \lambda + |g|^{1/2} H^G(x) = 0, \]  

(8.2)

except that the cosmological constant \( \lambda \) appears in the formalism as a canonical momentum conjugate to a coordinate \( \tau \), the "cosmological time." Henneaux and Teitelboim have shown that the increment of the cosmological time equals the four-volume enclosed between the initial and final hypersurfaces.\textsuperscript{149} (In a related development, Sorkin used the four-volume time in a path-integral approach to quantum gravity.\textsuperscript{151-152}) The action principle of general relativity with the cosmological term can be regarded as analogous to the Jacobi principle of classical mechanics.\textsuperscript{153}

- **Cosmological Time and the Probabilistic Interpretation.** The appearance of the cosmological time in unimodular gravity raised hopes that this theory can solve the problem of time in quantum gravity. Because the constraint (8.2) is linear in the cosmological constant, its imposition on the state functional leads to an ordinary Schrödinger equation

\[ i\hbar \frac{\partial}{\partial \tau} \Psi(\tau; g) = (|g|^{1/2} H^G(x; g, p)) \Psi(\tau; g) \]  

(8.3)

Unruh and Wald\textsuperscript{76} suggested that any reasonable quantum theory should contain a parameter (which they called Heraclitian time) whose role is to set the conditions for measuring quantum variables and to provide the temporal ordering of such measurements. They surmised that the cosmological time of unimodular gravity is such a parameter. The Schrödinger equation (8.3) implies that the ordinary quadratic norm is conserved in \( \tau \). It is thus tempting to interpret \( \Psi(\tau; g) \) as the probability amplitude for the outcomes of measurements carried out on geometric variables at a given instant of \( \tau \).

- **Cosmological Time is not a Functional Time.\textsuperscript{154}** The problem with this suggestion is that the cosmological time is not in any obvious way related to the standard concept of time in the theory of relativity. The basic canonical variables \( g_{ab}(x) \) and \( p^{ab}(x) \), which unimodular gravity shares with geometrodynamics, are always supposed to be measured on a single spacelike hypersurface rather than at a single value of the cosmological time. To specify a hypersurface, one needs to use embedding variables, i.e., functions of three coordinates, rather than a single real parameter of Newtonian mechanics. It thus remains obscure in what sense the cosmological time "sets the conditions of
quantum measurements."

To clarify this issue, one needs only to adjoin the unimodular condition to the action with a Lagrange multiplier and follow the algorithm developed in the last section. Through the parametrization process, the unimodular coordinates $X^k = (T, Z^a)$ appear in the action as embedding variables. However, the resulting constraint system is radically different from the single set of $(3+1)\,\alpha^3$ constraints (7.9) of the Gaussian gravity. It splits into $3\alpha^3 + (\alpha^3 - 1)$ constraints on the embedding variables,

$$P_k(x) = 0 \quad \text{and} \quad (P_T(Z))_k = 0 \quad (8.4)$$

the same number of constraints on the geometric variables,

$$H^G_a(x) = 0 , \quad (8.5)$$

$$|g(x)|^{-\frac{1}{2}} H^G(x) , a = 0 , \quad (8.6)$$

and one single constraint

$$\int_\Sigma d^3Z \, P_T(Z) / \int_\Sigma d^3Z =: \lambda[X, P] \quad (8.7)$$

$$= \lambda^G[g, p] := - \int_\Sigma d^3x \, H^G(x) / \int_\Sigma d^3x \, |g(x)|^{-\frac{1}{2}}$$

coupling the geometric variables to the embedding variables.

When the embedding constraints (8.4) are imposed as operator restrictions on the states $\Psi[X, g]$, they ensure that $\Psi$ depends on the unimodular embedding variables $X^k(x)$ only through a single quantity

$$\tau := \int_\Sigma d^3Z \, T(Z) . \quad (8.8)$$

The parametrized unimodular condition tells us that this is the four-volume enclosed between a fiducial embedding $T(Z) = 0$ and the embedding $T(Z)$. The cosmological time $\tau$ thus labels the equivalence classes $\mathcal{E}_\tau$ of embeddings separated from the fiducial embedding by a given four-volume. Each equivalence class contains $4\alpha^3 - 1$ embeddings, i.e., $\alpha^3 - 1$ hypersurfaces, separated from each other by zero four-volume. The constraints (8.4) are to be interpreted as a statement that the individual embedding within each equivalence class are physically irrelevant.

The supermomentum constraint (8.5) ensures that the state $\Psi$ depends only on the three-geometry $g : \Psi = \Psi(\tau; g)$. The constraint (8.7), which couples the
embedding variables to the geometric variables, yields the Schrödinger equation

\[ i \partial_\tau \Psi (\tau; g) = \int_S d^2x \, \hat{H}^G(x) / \int_S d^2x \, |\hat{g}(x)|^{-\frac{1}{2}} \, \Psi (\tau; g) . \]  

(8.9)

If this were the only equation on the state, one could interpret $\Psi$ as the probability amplitude that the geometry $g(x)$ has a given distribution at the time $\tau$. However, $\Psi$ must also satisfy the additional $\alpha^3 - 1$ geometric constraints (8.6):

\[ (|g(x)|^{-\frac{1}{2}} \, H^G(x) )^\gamma_{\alpha} \, \Psi (\tau; g) = 0 . \]  

(8.10)

The three-geometry operator does not commute with these constraints and the interpretation of $\Psi$ as the probability amplitude becomes untenable. The $\alpha^3 - 1$ geometric constraints (8.10) are actually a Wheeler-DeWitt equation which describes the evolution of states between embeddings of a single equivalence class $S$. The cosmological time does not set the conditions of the measurement uniquely because it does not tell us on which one of the infinitely many hypersurfaces of the equivalence class the geometric variables are to be measured. The hypersurfaces with different values of $\tau$ are allowed to intersect and the cosmological time thus does not even provide the causal ordering required of the Heraclitian time. The fundamental reason why unimodular gravity does not and cannot solve the problem of time is simple: time in relativity is a collection of all spacelike hypersurfaces, and no single parameter, such as the cosmological time $\tau$, is able to label uniquely so many instants.

9. Klein-Gordon Interpretation

The problem of identifying an internal time and handling the ensuing Schrödinger equation is beset with so many difficulties that one may start wondering if the net result is worth the trouble. I shall turn now to those interpretations of quantum gravity which give up the attempts to separate time from the dynamical degrees of freedom and rely instead on the Wheeler-DeWitt equation (2.2), (2.5).

The Wheeler-DeWitt equation is a second-order variational equation for the state functional $\Psi [g]$. One can view it as an infinitely-dimensional analogue of the Klein-Gordon equation for the relativistic particle. To illustrate the problems which arise when one tries to interpret the Wheeler-DeWitt equation, it is best to review the probabilistic interpretation of the Klein-Gordon particle.

- The Hilbert Space Problem for a Relativistic Particle. The super-Hamiltonian of a relativistic particle is given by the expression (3.6). In the Dirac constraint quantization, $H$ is turned into the Klein-Gordon operator.
\[ \hat{H} = \frac{1}{2M} \left( - G^{AB}(Q) \nabla_A \nabla_B + M^2 V(Q) \right) \]  

(9.1)

and imposed as a restriction

\[ \hat{H} \Psi(Q) = 0 \]  

(9.2)

on the physical states. The main task is to endow the space of solutions \( \mathcal{F}_o \) of Eq. (9.2) with an inner product and complete it into a Hilbert space. This constitutes the Hilbert space problem.

The construction of the inner product starts with the current

\[ J_{12}^A := \frac{1}{2i} G^{AB} \left( \Psi_1^* \delta_A \Psi_2 \right). \]  

(9.3)

If \( \Psi_1 \) and \( \Psi_2 \) lie in \( \mathcal{F} \), the current (9.3) satisfies the continuity equation

\[ \nabla_A J_{12}^A = |G|^{-1/2} \partial_A (|G|^{1/2} J_{12}^A) = 0 \]  

(9.4)

which implies that the integral

\[ \langle \Psi_1 | \Psi_2 \rangle := \int d\Sigma_A J_{12}^A, \]  

(9.5)

\[ d\Sigma_A := \epsilon_{A_1 A_2 A_3} d_{(1)} Q^{A_1} d_{(2)} Q^{A_2} d_{(3)} Q^{A_3} \]

does not depend on the choice of the hypersurface \( \Sigma \to \mathcal{M} \). Unfortunately, the product (9.5) is not positive definite on \( \mathcal{F}_o \) and hence is unsuitable to serve as a probability.

It is generally acknowledged that the Hilbert space problem for a single relativistic particle has no solution unless the spacetime background \( G^{AB}(Q) \) and the potential \( V(Q) \) are stationary.\(^{155-158}\) In that case, there exists a timelike future-pointing Killing vector field \( U^A(Q) \),

\[ (L_U G)_{AB} = - \nabla_{(A} U_{B)} = 0, \]  

(9.6)

which preserves \( V(Q) \):

\[ L_U V = U^A \partial_A V = 0. \]  

(9.7)

These conditions imply that the energy
\[ E := - U^A(Q) P_A \] \hspace{1cm} (9.8)

of the particle in the stationary reference frame is a constant of the motion,

\[ \{ E, H \} = 0. \] \hspace{1cm} (9.9)

Relativistic particles move along future-oriented timelike worldlines. Along such worldlines, the energy (9.8) is always positive, \( E > 0 \).

On quantization, the energy (9.8) is turned into the operator

\[ \hat{E} := i(U^A \partial_A + \frac{1}{2} \text{div}_G U) = iU^A \partial_A, \] \hspace{1cm} (9.10)

which, by virtue of Eqs. (9.6) and (9.7), commutes with the Klein-Gordon constraint operator:

\[ [\hat{E}, \hat{H}] = 0. \] \hspace{1cm} (9.11)

This means that the eigenvalue equation for \( E \),

\[ \hat{E} \Psi = E \Psi, \] \hspace{1cm} (9.12)

and the Klein-Gordon constraint (9.2) have common solutions. One postulates that the quantum particle, like the classical one, must have positive energy. This amounts to saying that the physical space is not the whole space \( \mathcal{S} \) of solutions of the Klein-Gordon constraint, but only a linear subspace of \( \mathcal{S} \) spanned by the positive-energy solutions. Thus, if \( \mathcal{S}^+ \) is spanned by the positive-energy eigenfunctions of Eq. (9.12), and \( \mathcal{S} \) is the solution space of Eq. (9.2), the physical space \( \mathcal{S}_0^+ \) is the intersection \( \mathcal{S}_0^+ = \mathcal{S} \cap \mathcal{S}^+ \). One can prove that on \( \mathcal{S}_0^+ \) the inner product (9.5) is positive definite. One can complete \( \mathcal{S}_0^+ \) in the norm given by Eq. (9.5). The statistical interpretation of the theory is then based on this inner product. One can show that this construction of the Hilbert space amounts to replacing the Klein-Gordon equation by a Schrödinger equation.\(^{95}\)

If there is no Killing vector, there is no energy operator which commutes with \( \hat{H} \), and the construction of the Hilbert space fails. Physically, one cannot maintain a one-particle interpretation of the theory because the dynamical background starts producing particles. Even if there is a Killing vector, one can prove the positivity of the inner product only if this vector is timelike and the potential \( V \) in the super-Hamiltonian (9.1) is non-negative. This sets the limits within which one knows how to resolve the Hilbert space problem for a relativistic particle.
The Hilbert Space Problem in Geometrodynamics. Proceeding by analogy, one can ask how much of this algorithm is applicable to quantum geometrodynamics. The analogue of the Klein-Gordon product (9.5) was introduced by DeWitt.\textsuperscript{32} Let $\Psi_1[g]$ and $\Psi_2[g]$ be two solutions of the Wheeler-DeWitt equation and

$$
d\Sigma^{ab}(x) := \epsilon^{ab} a_{ib_1} \cdots a_{ib_d} d_{(i})g_{a_1b_1}(x) \ldots d_{(f})g_{a_d b_d}(x) \quad (9.13)
$$

the directed surface element of a hypersurface in superspace. Then

$$
\langle \Psi_1 | \Psi_2 \rangle := \frac{1}{2i} \int_{x \epsilon S} \int_{\Sigma} d\Sigma^{ab} \, G_{abcd}(x; g) \left( \Psi_1^*[g] \frac{\delta}{\delta g_{cd}(x)} \Psi_2[g] \right) \ldots \quad (9.14)
$$

At least formally, the inner product (9.14) does not depend on the choice of the hypersurface in superspace. As in particle dynamics, this product is not positive in the space $S$ of solutions to the Wheeler-DeWitt equation. One must ask: Does the super-Hamiltonian (1.2) satisfy the conditions which would allow one to restrict $S$ to a linear subspace $S^\perp$ on which the product (9.14) is positive definite? Unfortunately, there are several reasons why the algorithm developed for the relativistic particle fails:

- **Super-Hamiltonian is not Stationary.**\textsuperscript{33,159,160} To decide whether the supermetric $G_{abcd}(x; g)$ and the potential $-|g|^{1/2}R(x; g)$ admit an "isometry," one should look for a dynamical variable

$$
E := -\int_{\Sigma} d^3x \, u_{ab}(x; g)p^{ab}(x) \quad (9.15)
$$

that is linear in the momentum $p^{ab}(x)$ and has at least a weakly vanishing Poisson bracket with the super-Hamiltonian (1.2):

$$\{E, H(x)\} \approx 0. \quad (9.16)$$

Indeed, $E$ should also have a vanishing Poisson bracket with the supermomentum (1.1), but this goal is easily met by requiring that the coefficient $u_{ab}(x; g)$ in Eq. (9.15) be a spatial tensor field.

It is quite difficult to prove whether such a variable exists or not (Kuchar\textsuperscript{159}), the trouble being that the "Killing vector field" $u_{ab}(x; g)$ in the space of Riemannian metrics may in principle be a highly nonlocal functional of $g$. The proof relies on the fact that the super-Hamiltonian $H(x)$ and the supermomentum $H_a(x)$, through which the weak equality in Eq. (9.16) is enforced, have quite
definite locality and polynomial structures. Thus $H_+(x)$ is linear in the momentum and contains at least the first derivatives of the canonical variables $g_{ab}(x)$, $p^{ab}(x)$, while $H(x)$ is a sum of the "kinetic" part $H_{\text{Kin}}(x; \mathfrak{g}, \mathfrak{p})$, which is an ultralocal quadratic form in $p^{ab}(x)$, and the "potential" part $H_{\text{Pot}}(x; \mathfrak{g})$, which is a scalar concomitant of $g_{ab}(x)$ of the second order. This enables one to prove first that $u_{ab}(x; \mathfrak{g})$ must be local, i.e., a tensor concomitant of $\mathfrak{g}$ of a finite order $N$, and then, by a glissade argument decreasing the order $N$ step by step, end with the conclusion that $u_{ab}(x; \mathfrak{g})$ must actually be ultralocal. The only ultralocal tensor concomitant of $\mathfrak{g}$ is however (a constant multiple of) $\mathfrak{g}$ itself, and hence the only candidate for the dynamical variable (9.15) is the integrated trace of $p$:

$$E = - \int_{\Sigma} d^n x \ g_{ab}(x) p^{ab}(x). \quad (9.17)$$

The Poisson bracket of $E$ with the kinetic part $H_{\text{Kin}}(x)$ of the super-Hamiltonian is proportional to $H_{\text{Kin}}(x)$:

$$\{E, H_{\text{Kin}}(x) \} = - \frac{1}{2} H_{\text{Kin}}(x). \quad (9.18)$$

In other words, for each $x \in \Sigma$, $g_{ab}(x)$ is a conformal isometry (indeed, a homothetic motion) of the supermetric $G_{abcd}(x; \mathfrak{g})$. Moreover, $g_{ab}(x)$ is a "timelike" supervector, i.e., $G^{abcd}(x) g_{ab}(x) g_{cd}(x) < 0$. Unfortunately, $E$ does not scale the potential term $H_{\text{Pot}}(x; \mathfrak{g})$ in the super-Hamiltonian the same way as the kinetic term $H_{\text{Kin}}(x; \mathfrak{g}, \mathfrak{p})$:

$$\{E, H_{\text{Pot}}(x) \} = \frac{1}{2} H_{\text{Pot}}(x). \quad (9.19)$$

The mismatch of the scaling factors in Eqs. (9.18) and (9.19) means that $E$ does not weakly commute with the total super-Hamiltonian $H(x)$, and hence our search for an isometry of the geometrodynamical constraint system fails. As a result, one cannot make the product (9.14) positive definite by restricting the solutions of the Wheeler-DeWitt equation to those with a positive "energy" (9.15). The situation in asymptotically flat (rather than spatially compact) spacetimes is discussed by Friedman and Higuchi.\textsuperscript{161}

- **Potential Term is not Positive.** Even if the super-Hamiltonian were stationary, one would still be unable to prove that the Klein-Gordon product (9.14) restricted to the states $\mathcal{F}_\pm$ is positive definite because the potential $g^{\frac{1}{2}} R(x; \mathfrak{g})$ can be both positive and negative. I have discussed this difference between geometrodynamics and the relativistic particle in Section 3.

- **States with Negative $E$ are Physical.** A relativistic particle moves in
spacetime along a future-oriented path, but a compact geometry moving in superspace can both expand and contract its total volume. The classical solutions of Einstein's equations can thus have either sign of E. The restriction of the quantum states to $\mathcal{F}_0^*$ would simply eliminate one half of entirely permissible states.

- **Spacetime Problem.** The Klein-Gordon product (9.5) is the same on any spacelike hypersurface $T(Q)$ in spacetime; similarly, the DeWitt product (9.14) is the same on any "spacelike" hypersurface $T(x; g)$ in superspace. I have already pointed out that the intrinsic time $T(x; g)$ cannot be interpreted as labeling the spacetime events (see the discussion of the spacetime problem in Section 5). One should also remember that the signature of the supermetric has nothing to do with the signature of the spacetime metric that is obtained by solving the classical Hamilton equations, and remains the same even in a Euclidean spacetime.$^{46,162}$ It is thus rather mysterious how the conservation of the DeWitt product in superspace is related to its conservation in spacetime.

Taken together, all of these points make it rather difficult to imagine how the space of solutions of the Wheeler-DeWitt equation can ever be turned into a Hilbert space.

10. **Semiclassical Interpretation**

Like the Klein-Gordon interpretation, the semiclassical interpretation tries to provide a dynamical interpretation of the Wheeler-DeWitt equation. It contends, however, that not necessarily all solutions of the Wheeler-DeWitt equation allow such an interpretation, but that time and quantum dynamics emerge only if a state $\Psi$ becomes semiclassical. The semiclassical interpretation is this imposed only after the Wheeler-DeWitt equation has been subjected to a semiclassical approximation.$^{163}$

The semiclassical approximation was developed to bridge the gap between the ill-defined quantum theory of gravity and the much better understood quantum field theory on a given background. In its simplest form, it represents a heuristic derivation of the latter theory from canonical quantum gravity. In this process, a functional Schrödinger equation for the field emerges from the Wheeler-DeWitt equation for the field coupled to gravity. It is this recovery of the Schrödinger equation from the second-order Wheeler-DeWitt equation which underlies the semiclassical interpretation.

- **The Particle Model.** The semiclassical approximation is best explained on a finite-dimensional model (3.9) in which a heavy particle M interacting with
a light particle \( m \) is constrained to a stationary state. The heavy particle is modeling the metric field and the light particle the matter field. For this purpose, it is suitable to assume that the metric \( G^{AB} \), like the DeWitt supermetric (1.2), is indefinite, while the metric \( h^{ij} \) and the potential \( \nu \), like the kinetic and potential energies of a field which satisfies the weak energy condition, are positive definite. In this case, one is allowed to put the total energy \( E \) equal to zero.

I adopt the Laplace-Beltrami factor ordering of the super-Hamiltonian \( H \).

\[
\hat{H} = -\frac{1}{2M} \left| G h \right|^{-\frac{1}{2}} \partial_A \left| G h \right|^{\frac{1}{2}} G^{AB} \partial_B + \frac{1}{2} MV \\
- \frac{1}{2m} \left| h \right|^{-\frac{1}{2}} \partial_k \left| h \right|^{\frac{1}{2}} h^{kl} \partial_l + \frac{1}{2} mv.
\]

(10.1)

The operator (10.1) is covariant under arbitrary transformations of the coordinates \((Q^A, q^k)\). Under this factor ordering,

\[
\hat{H} = -\frac{1}{2M} \left( \left| h \right|^{-\frac{1}{2}} \partial_A \left| h \right|^{\frac{1}{2}} \right) G^{AB} \partial_B + \hat{H}_M + \hat{h}_m,
\]

(10.2)

where

\[
\hat{H}_M := -\frac{1}{2M} \Delta_A + \frac{1}{2} MV \quad \text{and} \quad \hat{h}_m := -\frac{1}{2m} \Delta_h + \frac{1}{2} mv.
\]

(10.3)

The first term in Eq. (10.2) arises because the volume measure \( \left| h \right|^{\frac{1}{2}} \) depends on the position \( Q \) of the heavy particle.

The semiclassical approximation arises when one tries to solve the super-Hamiltonian constraint

\[
\hat{H} \Psi(Q,q) = 0
\]

(10.4)

by expanding the state function \( \Psi(Q,q) \) in the inverse powers of the mass parameter \( M \):

\[
\Psi(Q,q) = e^{imS(Q,q)} \Phi(Q) \left( \psi(Q,q) + \sum_{n=1}^{\infty} \psi_{(n)}(Q,q) M^{-n} \right).
\]

(10.5)

In relativity, the ansatz (10.5) corresponds to the weak-coupling expansion in powers of the Einstein constant of gravitation \( \kappa \).

The leading term in \( \hat{H} \Psi \) is proportional to \( M^2 \). In this order, Eq. (10.4) tells us that \( h^{ij} S_k S_j = 0 \). Because the metric \( h^{ij} \) is positive definite, \( S \) cannot depend on the coordinates \( q^k \) of the light particle: \( S = S(Q) \). In the \( M^1 \) order, the
constraint (10.4) subjects $S(Q)$ to the Hamilton-Jacobi equation

$$G^{AB}(Q)S_{,A}(Q)S_{,B}(Q) + V(Q) = 0. \quad (10.6)$$

In the $M^0$ order, one gets an equation for $\Phi(Q)\Phi(Q,q)$. The split between the prefactor $\Phi(Q)$ and the state function $\Phi(Q,q)$ is arbitrary. One can use this to simplify the equation for $\Phi(Q,q)$ by choosing a prefactor $\Phi(Q)$ which satisfies the condition

$$\partial_A(|G|^{1/2} \Phi^2 S^A) = 0, \quad S^A := G^{AB}S_{,B}. \quad (10.7)$$

The $M^0$-order equation then becomes

$$i| h|^{-1/2} S^A \partial_A(| h|^{1/2} \Phi) = h_m(Q; \hat{Q}, \hat{P}) \Phi. \quad (10.8)$$

Equations (10.6) - (10.8) constitute the semiclassical approximation. In the next order of the expansion, i.e., in the $M^{-1}$ order, one gets an equation for $\Phi(Q,q)$ which is of the form (10.8) except – and this is an important difference – the right-hand side of Eq. (10.8) is complemented by an inhomogeneous term constructed from the previously determined functions $S(Q)$, $\Phi(Q)$, and $\Phi(Q,q)$. This is the first term in the expansion which contains the second derivatives with respect to $Q^A$.

A particular solution $S(Q)$ of the Hamilton-Jacobi equation (10.6) defines a congruence of classical trajectories. These are the worldlines orthogonal to the hypersurfaces of constant $S(Q)$. I shall label these worldlines by $N - 1$ "comoving" coordinates $y^A(Q)$,

$$S^A(Q)y_{,A}(Q) = 0. \quad (10.9)$$

The solution $S(Q)$ also defines a time function $t(Q)$: One chooses an arbitrary hypersurface transverse to the classical trajectories as a $t = 0$ hypersurface. By Lie dragging this hypersurface along the vector field $S^A(Q)$ one generates a foliation. The time function labeling the leaves of this foliation satisfies the condition

$$S^A(Q)t_{,A}(Q) = 1, \quad t_{,A} := t_{,A}. \quad (10.10)$$

There are as many time functions as there are choices of the initial hypersurface. A comparison of Eqs. (10.10) and (10.6) reveals that for a general $V(Q)$, the time foliation necessarily differs from the $S(Q) = const$ foliation.
In the coordinate system
\[ Q' = (t(Q), y^a(Q)) \] (10.11)
the remaining equations (10.7) and (10.8) simplify. The continuity equation
(10.7) for the prefactor \( \Phi(Q) \) takes the form
\[ \partial_t (\mid G(t, y) \mid^{\frac{1}{2N}} \Phi^2(t, y)) = 0 . \] (10.12)
This equation has the solution
\[ \Phi(t, y) = \Phi(y) \mid G(t, y) \mid^{-\frac{1}{2N}}, \] (10.13)
where \( \Phi(y) \) is an arbitrary function of the comoving coordinates. One can choose \( \Phi(y) \) such that the prefactor vanishes outside a thin worldtube centered on a
selected classical worldline.

The equation (10.8) for the state function \( \psi \) reduces to
\[ i \mid h(y; t, q) \mid^{-\frac{1}{2}} \partial_q (\mid h(y; t, q) \mid^\frac{1}{2} \psi(y; t, q)) = h_m(y; t, q) \psi(y; t, q) . \] (10.14)
This is an \((N - 1)\) - parameter set of Schrödinger equations, one equation for each
classical trajectory \( y \). The Hamiltonian \( \hat{h}_m \) differs from one classical trajectory to
another, and it depends on the time \( t \), because the metric \( h^{kl}(Q, q) \) and the
potential \( v(Q, q) \) depend in general on \( Q \). Under the factor ordering (10.3), each
Hamiltonian \( h_m(y) \) is self-adjoint under the inner product
\[ (\psi_1 \mid \psi_2) = \int \mid h(y; t, q) \mid^\frac{1}{2} \psi_1(y; t, q) \psi_2(y; t, q) . \] (10.15)
Moreover, this inner product does not depend on \( t \) by virtue of the Schrödinger
equation (10.14).

In this scheme, the heavy particle follows a classical trajectory from the
congruence determined by a fixed solution of the Hamilton-Jacobi equation (10.6),
unaffected in its motion by the presence of the light particle. For each such
trajectory, the motion of the light particle is quantized and described by the
Schrödinger equation (10.14). This mixture of the classical and quantum worlds
gave the semiclassical approximation its name.

- The Klein-Gordon Product and the Schrödinger Product. The
Schrödinger equation (10.14) is a consequence of the Klein-Gordon constraints
(10.4); accordingly, the Schrödinger norm (10.15) is induced by the Klein-Gordon
product (9.5).\textsuperscript{165}

For the block-diagonal metric of the two-particle system (10.1), the current (9.3) constructed from a solution $\Psi$ of the constraint (10.4) has the components

$$J^A = \frac{1}{2i} \frac{1}{M} G^{AB} (\Psi \cdot \tilde{\sigma}^B \Psi), \quad J^k = \frac{1}{2i} \frac{1}{m} h^{kl} (\Psi \cdot \tilde{\sigma}^l \Psi),$$

(10.16)

and it satisfies the continuity equation

$$|Gh|^{-\frac{1}{2}} \partial_A (|Gh|^{\frac{1}{2}} J^A) + |h|^{-\frac{1}{2}} \partial_k (|h|^{\frac{1}{2}} j^k) = 0.$$ (10.17)

For the state function (10.5), the current (10.16) in the lowest, $M^0$, order of the $M^{-n}$ expansion takes the form

$$j^A = |\phi (Q)|^2 S^A(Q) \ |\psi(Q,q)|^2, \quad j^k = \frac{1}{2i} \frac{1}{m} h^{kl} (\psi \cdot \tilde{\sigma}^l \psi).$$ (10.18)

Because the prefactor $\phi(Q)$ was chosen so that it satisfies its own continuity equation (10.7), the continuity equation (10.17) reduces in the lowest order to the equation

$$|h|^{-\frac{1}{2}} S^A \partial_A (|h|^{\frac{1}{2}} |\psi|^2 S^A) + |h|^{-\frac{1}{2}} \partial_k (|h|^{\frac{1}{2}} j^k) = 0$$ (10.19)

for the state function of the light particle. In the comoving coordinates (10.9) and with respect to the time function (10.10), the continuity equation for the prefactor assumes the form (10.12) and Eq. (10.19) reduces to

$$\partial_t (|h|^{\frac{1}{2}} |\psi|^2) + \partial_k (|h|^{\frac{1}{2}} j^k) = 0$$ (10.20)

Equation (10.20) guarantees the conservation of the Schrödinger inner product (10.15). The form (10.18) of the current leads to the relation

$$\langle \Psi | \Psi \rangle = \int d^{N-1}y \ |G|^{\frac{1}{2}} |\phi|^2 \cdot (\Psi | \psi)$$ (10.21)

between the Klein-Gordon product (9.5) and the Schrödinger product (10.15).

- Geometrodynamics with Sources. At least formally, canonical geometrodynamics with a field source can be subject to the same treatment as the particle model (Banks\textsuperscript{164}). The gravitational field plays the role of the heavy particle and the source field of the light one. The expansion parameter $M^{-1}$ is the
Einstein constant of gravitation $2\kappa$. The three-metric $g_{ab}(x)$ replaces $Q^A$ and DeWitt’s supermetric $G_{abcd}(x; g)$ replaces $G^{AB}(Q)$. The source field $\phi(x)$ replaces $q^k$. In geometrodynamics, the metric $g_{ab}(x)$ enters as a coordinate $Q^A$ both into the construction of the metric $h^{kl}(Q, q)$ and of the potential $v(Q, q)$ in the field space. For this reason, I took pain to explain how the model works for a $Q$-dependent metric $h^{kl}$, the point which is disregarded in the literature.

The gravitational field is largely unaffected by the source field because the gravitational coupling is weak. One seeks the solution of the Wheeler-DeWitt equation in the form

$$\Psi [g] = e^{i(2\kappa)^{-1}S(g, \phi)} \left[ \Psi[g, \phi] + \sum_{n=1}^{\infty} \psi [g, \phi] (2\kappa)^n \right].$$

(10.22)

As for the model system, one learns that the phase $S$ cannot depend on $\phi$ and that it satisfies the vacuum Hamilton-Jacobi equation (1.8) - (1.9). One is again entitled to subject the prefactor to the continuity equation

$$\frac{\delta}{\delta g_{ab}(x)} \left( | G(x; g) | i^k S_{ab}(x; g) \right) = 0, \quad S_{ab}(x; g) := G_{abcd}(x; g) \frac{\delta S[g]}{\delta g_{cd}(x)}. $$

(10.23)

It then follows that the state functional $\Psi[g, \phi]$ satisfies the first-order variational equation

$$i | h(x; g) | i^k S_{ab}(x; g) \frac{\delta}{\delta g_{ab}(x)} \left( | h(x; g) | i^k \Psi[g, \phi] \right) = h_m (x; g, \phi, \dot{\phi}, \ddot{\phi}) \Psi[g, \phi].$$

(10.24)

As the Wheeler-DeWitt equation itself, the equation (10.24) is actually a system of $\omega^2$ equations, one per each point of $\Sigma$. The Jacobi principal function $S[g]$ again enables one to introduce the comoving coordinates $Y^R(x; g)$, $R = 1, \ldots, 5$, and the intrinsic time function $T(x; g)$ which satisfies the equation

$$S_{ab}(x'; g) \frac{\delta T(x; g)}{\delta g_{ab}(x')} = \delta(x, x').$$

(10.25)

In the new variables $T(x; g), Y(x; g)$ on superspace, Eq. (10.24) takes the form of a functional Schrödinger equation in the intrinsic time $T(x; g)$:
\[ i \mid h(x; Y, T) \mid \xi = \frac{\delta}{\delta T(x)} \left( \mid h(x; Y, T) \mid \xi \psi[Y; T, \phi] \right) = h_m(x; Y, T, \phi, \#) \psi[Y; T, \phi] \] (10.26)

- **Back Reaction.** The semiclassical approximation has been modified to include the back reaction of the quantized source field on the evolution of the classical geometry by Brout et al.\textsuperscript{166-168} Hartle,\textsuperscript{169} Halliwell,\textsuperscript{170} and Singh and Padhanabhan.\textsuperscript{171,163} The aim of this development was to understand to what extent the classical background $\gamma_{ab}(X)$ can be considered as being produced by the expectation value of the energy-momentum tensor of the quantized source field $\phi(x)$ according to the Einstein law

\[ G^{ab}(X; \gamma) = \kappa \left( T^{ab}(X; \gamma, \phi) \right) \] (10.27)

Equation (10.27) was originally proposed by Møller\textsuperscript{172} and Rosenfeld\textsuperscript{173} as an **exact** equation of a theory in which the metric field is always classical and only the ordinary matter fields are quantized. It was always felt that quantum gravity should yield Eq. (10.27) in a Hartree-Fock approximation. The development which I mentioned was aimed at getting the canonical version of Eq. (10.27) in the semiclassical approximation. For this purpose, Eq. (10.12) for the prefactor was proposed to be modified by the expectation value of a source term. One can trace a feeling of uneasiness in the literature about this procedure, the uneasiness which I happen to share. It seems to me that the semiclassical approximation in gravity is essentially a weak-field expansion in the powers of $\kappa_1$ which should include the influence of the source field on geometry in the $\kappa_1$ order, rather than by tempering with the prefactor in the lower order. I shall thus largely concentrate on the issue of time in the simpler and less controversial framework provided by the Schrödinger equation (10.26) (or its model counterpart (10.14)) on the classical background uninfluenced by the quantum sources.

- **Decoherence.** It has been argued that the emergence of the classical behavior requires not only the WKB type of the wave function, but also the destruction of the interference terms (the decoherence) among possible classical alternatives. Such a destruction can be brought in by the interaction of the modes one is interested in with the modes of an "environment" which is subsequently traced out from the density operator. Decoherence in the semiclassical approximation to quantum gravity was discussed by Zeh,\textsuperscript{174,175} Joos\textsuperscript{176}, Kiefer,\textsuperscript{177} and Halliwell.\textsuperscript{178}

- **Semiclassical Interpretation of the Model.** After explaining the
formalism of semiclassical approximation, let me turn to the proposals which aim at using it as a tool for interpreting quantum gravity and, in particular, for resolving the problem of time. This approach can be traced back to DeWitt\textsuperscript{32} and Misner\textsuperscript{49}; it was elaborated by Lachiniski and Rubakov\textsuperscript{179}, by Banks\textsuperscript{164}, and most clearly stated by Vilenkin.\textsuperscript{165} I explain it first on the particle model. The difficulties which emerge at this level indicate that semiclassical interpretation does not cope with the problems of time even in the simple transition from quantum gravity with sources to quantum field theory on a given classical background. Furthermore, the semiclassical interpretation must be modified before it can be applied to quantum gravity proper. I shall later discuss the additional problems brought in by such a modification.

The semiclassical interpretation of the particle model is based on Eqs. (10.6), (10.9) - (10.10), (10.14), (10.12) and (10.20), and (10.15), (10.21). A particular solution of the Hamilton-Jacobi equation (10.6) defines a congruence of classical trajectories of the heavy particle. Equation (10.9) labels the trajectories, and Eq. (10.10) introduces the time function of the congruence. In that time, the wave function $\psi$ of the light particle satisfies the Schrödinger equation (10.14) along a fixed trajectory. The continuity equation (10.12) for the prefactor provides the measure in the congruence of classical trajectories. The continuity equation (10.20) yields the conserved norm (10.15) on which the probabilistic interpretation of the state of the light particle can be based. The statistical ingredients are summarized by Eq. (10.21) which relates the Klein-Gordon inner product to the Schrödinger inner product (10.15).

The semiclassical interpretation asserts that the Klein-Gordon constraint (10.4) has a probabilistic interpretation only if the system is in a semiclassical state (10.5). In that case,

$$| G(t, y) | h_2 (t, y) \, d^{N-1} y \cdot | h(y; t, q) | h_3 | \psi(y; t, q) |^2 \, d^n q \quad (10.28)$$

is the joint probability of finding at the time $t$ the heavy particle moving along the worldline $y = const$ in the cell $d^{N-1}y$ and the light particle localized in the cell $d^nq$ about $q$. This interpretation is sometimes corroborated by evaluating the Wigner function of the semiclassical state (10.5) (Halliwell\textsuperscript{180}).

The semiclassical interpretation has many weaknesses:

- **Global Time Problem.** The construction of the time function $t(Q)$ presupposes that there exists a hypersurface which is transverse to the congruence of the classical trajectories generated by the Jacobi principal function $S(Q)$.\textsuperscript{165,170}
This begs the global time problem. The problem becomes even more severe when one tries to superimpose the semiclassical states with different principal functions.

- **Superposition Problem.** The probabilistic interpretation (10.28) was reached under the assumption that the total system $(Q,q)$ is in a single semiclassical state (10.5). However, the linearity of the constraint (10.4) allows it to be in a superposition of two or more such states,

$$\Psi(q,Q) = \Phi_1(Q)e^{iMS_1(Q)}\psi_1(Q;q) + \Phi_2(Q)e^{iMS_2(Q)}\psi_2(Q;q). \quad (10.29)$$

When one calculates the current (10.16) for the state (10.29) to the lowest order $M^0$, one obtains the interference terms:

$$j^A = |\Phi_1|^2S^A_1|\psi_1|^2 + |\Phi_2|^2S^A_2|\psi_2|^2$$

$$+ \Phi_1\Phi_2 \left(\text{Re}(\psi_1\psi_2^*)\cos M(S_2-S_1) + \text{Im}(\psi_1\psi_2^*)\sin M(S_2-S_1)\right)(S^A_1 + S^A_2). \quad (10.30)$$

The interference of states with the same $S(Q)$ and $S(Q)$ but different $\psi_1(q)$, $\psi_2(q)$ is desirable: it corresponds to the quantum nature of the light particle. The interference of the WKB states of the heavy particle is a different matter. It raises the question whether the semiclassical interpretation can be consistently maintained. The following discussion explores the various facets of the superposition problem.

- **Complex Structure Problem.** The Klein-Gordon constraint does not involve imaginary coefficients and thus allows real solutions $\Psi$. The real and imaginary parts of a complex solution are not coupled by Eq. (10.4). On the other hand, the Schrödinger equation (10.14) contains the imaginary unit associated with the time derivative, and thus couples the real and imaginary parts of $\psi$ (Barbour and Smolin, Barbour). This highlights the fact that the Schrödinger equation cannot be possibly derived from the Klein-Gordon constraint without some further tacit assumption.

Indeed, the Schrödinger equation for $\Psi(Q;q)$ follows from the $M^0$ order of the $M^{-n}$ expansion only when the state $\Psi$ is limited to a single WKB state (10.5). The derivation no longer holds for a superposition (10.29). Even if one assumes that $S_1$ and $S_2$ separately satisfy the Hamilton-Jacobi equation (10.6) (which does not follow from the $M$ order of the expansion procedure, though it is compatible with it), and subject both prefactors $\Phi_1$ and $\Phi_2$ to the continuity equation (10.7), the $M^0$ order equation imposes only a single condition.
\[
\begin{align*}
\left( -i S_1^\alpha |h|^{-\frac{\alpha}{2}} \partial_\alpha \left( |h|^{\frac{\alpha}{2}} \psi_1 \right) + \hat{h}_m \psi_1 \right) \phi_1 e^{iMS} \\
\left. + \left( -i S_2^\alpha |h|^{-\frac{\alpha}{2}} \partial_\alpha \left( |h|^{\frac{\alpha}{2}} \psi_2 \right) + \hat{h}_m \psi_2 \right) \phi_2 e^{iMS} = 0 \right)
\end{align*}
\] (10.31)

on two state functions \( \psi_1 \) and \( \psi_2 \). Equation (10.31) has many more solutions than those in which \( \psi_1 \) and \( \psi_2 \) satisfy the separate Schrödinger equations. For example, one can put \( \psi_1 = \psi_2 =: \psi \) and derive an equation for \( \psi \),

\[
\begin{align*}
i \left( \phi_1 e^{iMS} - \phi_2 e^{iMS} \right) e^{-iMS} \left( \phi_1 e^{iMS} S_1^\alpha + \phi_2 e^{iMS} S_2^\alpha \right) \right. \\
|h|^{-\frac{\alpha}{2}} \partial_\alpha \left( |h|^{\frac{\alpha}{2}} \psi \right) = \hat{h}_m \psi
\end{align*}
\] (10.32)

which is not a Schrödinger equation, because the vector field along which the directional derivative is taken is complex. In particular, for \( S_1 = - S_2 =: S \), and \( \phi_1 = \phi_2 \), one gets the equation

\[
- \tan MS \cdot |h|^{-\frac{\alpha}{2}} \partial_\alpha \left( |h|^{\frac{\alpha}{2}} \psi \right) = \hat{h}_m \psi
\] (10.33)

whose coefficients are all real. This clearly shows that the complex structure which one associates with the Schrödinger equation, and the equation itself, do not follow from the Klein-Gordon constraint by the \( M^{-\alpha} \) expansion. An elucidating discussion of simple state functions of the type (10.33) is given in Barbour and Smolin.97

- **The Double Standard of Time.** Even those superpositions (10.29) in which the coefficients \( \psi_1 \) and \( \psi_2 \) separately satisfy the Schrödinger equations present problems. The Jacobi principal functions \( S_1(Q) \) and \( S_2(Q) \) lead to different time functions \( t_1(Q) \) and \( t_2(Q) \) and to different comoving coordinates \( y^1(Q) \) and \( y^2(Q) \). No single choice of the coordinate system will simultaneously reduce the first-order equations (10.8) to the Schrödinger form (10.14) and the continuity equations (10.7), (10.19) to the form (10.12), (10.20). On what time function should then one base the probabilistic interpretation of the pure state (10.29)?

One can counter this objection by pointing out that one does not need to commit oneself to any particular time function when evaluating the norm. The exact current (10.16) is exactly conserved, and the inner product (9.5) is thus the same on every hypersurface. When one replaces the exact current by the semiclassical current, the inner product is still the same on every hypersurface, up to the terms of order \( M^{-1} \). This suggests that the integrand of
\[ \langle \Psi | \Psi \rangle = \int d^{N-1}y \int d^nq \quad t_A j^A | G |^{\frac{1}{2}} | h |^{\frac{1}{2}} \] (10.34)

can be interpreted as the probability density \( \rho \) to find the heavy particle in the cell \( d^{N-1}y \) and the light particle in the cell \( d^nq \) on any hypersurface \( t(Q) = \text{const.} \).

Some difficulties, however, still remain. One is not entitled to say that the heavy particle is in a definite state of motion. The global problem of time is aggravated because there may not exist any hypersurface which is simultaneously transverse to both congruences of classical trajectories. Most importantly, the probability density \( \rho \) does not need to be positive.

- **Interference Problem.** The interference terms in Eq. (10.30) indicate that it may not be possible to say that the heavy particle is in a definite state of motion. One can try to excise them by one of the two alternative methods:

  I) One can choose the two prefactors \( \Phi_1 \) and \( \Phi_2 \) so that they do not overlap, concentrating, e.g., \( \Phi_1 \) in a thin tube surrounding a classical trajectory \( y_1 \), and \( \Phi_2 \) in a thin tube surrounding a classical trajectory \( y_2 \). As long as the two tubes do not intersect,

  \[ j^A = |\Phi_1|^2 |\psi_1|^2 S_1^A + |\Phi_2|^2 |\psi_2|^2 S_2^A \] (10.35)

  This form of the current corresponds to a mixed state. This simultaneously solves the problem with the double standard of time, by using a time function \( t \) which coincides with \( t_1 \) along the tube \( y_1 \), and with \( t_2 \) along the tube \( y_2 \). However, why should nature select for us the prefactors which kill the interference terms?

  II) One can argue with Vilenkin\textsuperscript{165} that for \( S_1 \neq S_2 \) and for a large \( M \), the sin \( M(S_2 - S_1) \) and cos \( M(S_2 - S_1) \) are rapidly oscillating functions on a transverse hypersurface which, in the limit \( M \to \infty \), average out to zero when integrated against the slowly varying functions \( \Phi_1 \Phi_2 \) and \( \psi_1 \psi_2 \). However, \( M \), though large, is actually finite, and narrow interference fringes still remain, similar to the interference fringes of a massive particle in the double-slit experiment. Given a sufficiently fine resolution, the pure state (10.30) can be distinguished from the mixed state (10.35).

- **Negative Norms.** The greatest puzzle surrounding the semiclassical interpretation is how it can avoid the negative probabilities inherent in the Klein-Gordon product. This puzzle is highlighted by Eq. (10.21) whose left-hand side is indefinite and the right-hand side is positive definite.

A closer scrutiny reveals the trick. The semiclassical interpretation
achieves the positivity in two steps: 1) by restricting the space of solutions of the
Klein-Gordon equation to the states of the form (10.5) with a single Jacobi
principal function $S(Q)$, and 2) by choosing a hypersurface $t(Q) = 0$ transverse
to the classical trajectories of $S(Q)$ and orienting it in the direction of the vector
field $S^{\alpha}(Q): t_{\alpha}(Q)S^{\alpha}(Q) > 0$.

The positivity of the norm is thus bought at the price of a serious
infringement of the superposition principle. It is hard to see what physical
mechanism selects only the states (10.5) with a single $S(Q)$ and rejects all other
possible solutions of the Klein-Gordon constraint. Characteristically, the
discussion of the semiclassical interpretation of the state function of the Universe
is often connected with cosmological speculation about the uniqueness of this state
(Banks, Vilenkin). (An interpretation of an "arbitrary" single state was
proposed by Padhanabhan and Greensite.)

If one accepts an argument which removes the interference terms from Eq.
(10.30), some superpositions (10.29) become permissible. However, one can
never include all the states and still maintain the positivity. This is especially
clear when one tries to superimpose classical states with the Jacobi functions $S$
and $- S$.

If the Hamilton-Jacobi equation (10.6) has a solution $S(Q)$, it necessarily
also has a solution $- S(Q)$. For a relativistic particle, one of those solutions may
be excluded by the requirement that the particle must have a positive energy. No
such requirement exists in vacuum geometrodynamics, where both $S[g]$ and $- S[g]$
are allowed, and stand to each other as an expanding versus a contracting
Universe. I base the discussion on the time function (10.10) oriented in the
direction of $S^{\alpha}(Q)$.

It is easy to give examples of states with zero norm. The real state
$\Psi = \Phi(e^{iMS} + e^{-iMS})\psi$, where $\psi$ solves the real equation (10.33) instead of the
Schrödinger equation, is such a state. The real state $\Psi = \Phi\psi e^{iMS} + \Phi^* e^{-iMS}$,
where $\psi$ solves the Schrödinger equation associated with $S$ and hence $\psi^*$ solves
the time-reversed Schrödinger equation associated with $- S$, is another such state.
The state $\Phi\psi e^{iMS}$ taken by itself has a positive norm, the state $\Phi^* \psi e^{-iMS}$ has a
negative norm. As long as the probabilistic interpretation of semiclassical theory
is derived from the Klein-Gordon product, as in Eq. (10.21), one cannot allow
the Hilbert space to be spanned by the semiclassical states corresponding to all
possible Jacobi principal functions. At least one half of such states must be
excluded. The semiclassical interpretation by itself does not give any hint what
collection of states spans the Hilbert space and what states are to be left out.

- **Higher Corrections Problem.** The expectation that the semiclassical
approximation solves the problem of time was raised by the emergence of the
first-order Schrödinger equation from the second-order Klein-Gordon equation.
As pointed out by Barbour and Smolin,\textsuperscript{97} the Schrödinger equation does not automatically follow in the $M^0$ order, and there are solutions to this order which satisfy an alternative first-order equation, Eq. (10.32). In the $M^{-1}$ order, the situation gets worse. I pointed out that the equation for the first-order correction $\psi_{(1)}$ to the state function $\psi$ contains an inhomogeneous term. This term appears because the Klein-Gordon constraint is a second-order, rather than the first-order, differential equation. The Schrödinger equation does not survive to the $M^{-1}$ order. The quantum gravitational corrections to the Schrödinger equation for matter fields were discussed by Kiefer and Singh.\textsuperscript{185}

- **Back Reaction and the Problem of Time.** The back reaction term was included into semiclassical approximation by amending the equation for the prefactor by the expectation value of the source term. Irrespective of whether such a procedure is or is not justified, it only further complicates the issue of time. It replaces the Schrödinger equation (10.26), or its model counterpart (10.14), by an integro-differential equation for the state $\psi$. This equation is nonlinear, and hence does not satisfy the superposition principle. The difficulties associated with such an equation were analyzed by several authors.\textsuperscript{186-191}

- **Semiclassical Interpretation of Quantum Gravity.** The interpretation I have discussed so far is not directly applicable to quantum gravity. To maintain that quantum gravity has a probabilistic interpretation only if the Universe is in a semiclassical state (10.22) would literally mean that quantum gravity has a probabilistic interpretation only if it is *classical*. Obviously, the literal interpretation must be amended. This is achieved by the qualification that not all gravitational variables need to be classical; only those which represent an internal clock must become classical, while the true gravitational degrees of freedom should stay quantized. Unfortunately, this requires a split of the gravitational variables into those which represent time and become classical, and those which represent dynamics and remain quantum. Such a split carries to the semiclassical interpretation all the problems which beset the internal Schrödinger interpretation. I shall first discuss two major attempts to introduce a split into semiclassical interpretation, and then point out their difficulties.

- **Inhomogeneous Perturbations of a Homogeneous Universe.** The first attempt (Halliwell and Hawking\textsuperscript{48}) assumes that the Universe is nearly homogeneous. Small inhomogeneities propagate on the homogeneous background and influence the evolution of the homogeneous mode, as in the fourth model of Section 3. Halliwell\textsuperscript{170} then assumes that the homogeneous mode is in the WKB state while the inhomogeneous perturbations are quantized. The time variable is associated only with the homogeneous mode.
Quantum Perturbations of a Classical Background. The second attempt (Vilenkin\cite{165}) splits the quantum part $q_{ab}(x)$ of the spatial metric from the classical part $Q_{ab}(x)$ point by point, the quantum part being multiplied by the small parameter $\kappa$:

$$g_{ab}(x) = Q_{ab}(x) + 2\kappa q_{ab}(x).$$

(10.36)

As one expands the super-Hamiltonian (1.2) with respect to $2\kappa$, the quantum part $q_{ab}(x)$ and its conjugate momentum enter the expanded constraint in the same order (namely, $(2\kappa)^3$) as the source-field terms. They can thus formally be grouped with the field terms in the semiclassical expansion (10.22) of the state functional $\Psi$. Vilenkin talks about the $q_{ab}(x)$ variables as "corresponding to a small subsystem of the Universe" and justifies the split (10.36) by saying that "the semiclassical character of the Universe and the smallness of the subsystem are both due to the fact that the Universe is large."

Quantum Gravity and Time in the Small. The Halliwell proposal, unlike the Vilenkin proposal, reduces the many-fingered time Schrödinger equation (10.26) to an ordinary Schrödinger equation in the "cosmological time" associated with the homogeneous mode. The privileged foliation labeled by this single time variable is specified by the assumption that the geometry is "almost homogeneous" on its leaves. As in linearized gravity, this still allows a small flexibility to wiggle the leaves. To fix the leaves completely, one must impose some "gauge conditions" on the inhomogeneous modes.

Such a specification of what is meant by time in quantum gravity would be justifiable if the Universe were almost homogeneous down to the scales at which one expects quantum gravity to become significant, i.e., down to the scales comparable with the Planck length. This is blatantly not true. The Universe is inhomogeneous even on much longer scales. To specify the foliation in a highly inhomogeneous Universe by the requirement that its leaves are almost homogeneous makes no sense, and Halliwell’s method of choosing the mode which remains classical is no longer applicable. Halliwell’s method remains what it probably was intended to be from the very beginning, namely, an interesting model, but it does not solve the problem of time in semiclassical interpretation of quantum gravity.

The proponents of the semiclassical interpretation may retort that in an inhomogeneous Universe the foliation should be entirely fixed by a slicing ("coordinate") condition. I criticized such a draconian solution in connection with the problem of functional evolution (Section 4). Moreover, because so far no slicing condition was found which would be privileged over the others, one must face the multiple choice problem.
• **Perturbative Canonical Quantization.** It is not at all clear in what sense the classical part of the split (10.22) corresponds to the Universe in the large and the quantum part to its small subsystem; intuitively, the behavior of the Universe in the large should be associated with some collective, integrated, variables (analogous to the center of mass of a system of particles) and its behavior in the small with the deviation from the collective variables. On the other hand, the split (10.22) is purely local, made point by point in \( \Sigma \), and the "smallness" is brought in by the formal insertion of a small parameter \( \kappa \). There is no physical principle which would unambiguously determine the split of small quantum perturbations from a large classical background. This suggests that either the whole metric field is to be treated classically, or the whole of it should be quantized (Singh and Padhanabhaï\textsuperscript{169}). In the first case, there is no quantum gravity, and in the second case, there is no semiclassical interpretation. The formal split (10.21) attempts at the canonical level what perturbative "covariant" quantization tried to do at the spacetime level. The failures of the perturbative covariant quantization are well known.

• **Classical Modes and Decoherence.** Even if one could defend a particular split, the question still remains why variables on one side of this split become classical while variables on the other side of the split remain quantum. At this point, one often hears a decoherence argument: A particular set of variables becomes classical because their interaction with the environment makes them to decohere. This type of argument was invoked by Kiefer\textsuperscript{177} as an explanation why the homogeneous mode in the Halliwell-Hawking split becomes classical. In particular, Kiefer argued that the scale factor ("the radius") of the Friedmann universe driven by a massive scalar field is rendered classical by its interaction with inhomogeneous modes. The trouble with this kind of argument is that there seems to be no specific input which would make it to work for a given mode and to fail for other modes. One would thus expect that in a typical nonlinear field theory, when one chooses some higher, inhomogeneous mode, and treats all the other modes as an "environment", the interaction of the environment would again lead to decoherence. The decoherence arguments in their present form thus seem to be ill suited to provide a selection principle which determines the split of the classical modes from the quantum ones. A similar objection can be raised against Halliwell's argument\textsuperscript{178} that the expanding and contracting modes in the state function of the universe decohere. It is thus difficult to dispute away the issue of the negative norms.

• **Spacetime Problem.** As in the Klein-Gordon interpretation, the many-fingered time variable (10.25) of the semiclassical interpretation is to be constructed from the spatial metric. No space-time scalar can be built in this
way.

In summary, the semiclassical interpretation does not solve the standard problems of time. It merely obscures them by the approximation procedure and, on the way, creates more problems.

11. Third Quantization

For a relativistic particle moving on a dynamical background, the failure to define the positive-energy sector of the solution space is taken as an indication that the one-particle interpretation of the theory cannot be consistently maintained because particles are produced and destroyed by the changing metric and/or the changing rest mass of the particle. This suggests that the quantum theory of a relativistic particle on a dynamical background makes sense only on an extended Hilbert space incorporating the states with an arbitrary number of particles. Formally, this is achieved by second quantization, in which the wave functions $\Psi$ satisfying the Klein-Gordon constraint are turned into quantum field operators. These operators can be thought of as acting on the state functionals $\Psi[\Psi]$ of the fields. At least in simple cases, this representation is equivalent to the Fock space representation. Such a standpoint is, of course, experimentally corroborated in a closely related situation, namely, when the particle is an electron and the changing background is realized by external electromagnetic potentials.

The geometry $g$ moving in superspace is analogous to a relativistic particle moving on a dynamical background. The role of the background is played by DeWitt's supermetric $G_{\alpha\beta\gamma\delta}(g)$ and by the scalar curvature term $-|g|^{\alpha}R[g]$; the dynamical nature of this background is demonstrated by a theorem proved by Kuchar. By pursuing the analogy with a relativistic particle, one can surmise that the dynamical background in superspace produces geometries in the same way that the dynamical background in spacetime produces particles. If so, the one-geometry interpretation of quantum geometrodynamics cannot be consistently maintained and one should work in an extended Hilbert space incorporating many-geometry states. Heuristically, one should turn the state functionals $\Psi[g]$ which satisfy the Wheeler-DeWitt equation into quantum fields $\hat{\Psi}[g]$ on superspace that act on some higher-order functionals $\hat{\Psi}[\Psi[g]]$.

A state functional $\Psi[g]$ which satisfies the Wheeler-DeWitt equation already describes a state of the quantum gravitational field, i.e., of a second-quantized zero mass relativistic particle of spin 2. (Similarly, a state functional $\Psi[X,B]$ that satisfies the constraint equations of parametrized Maxwell theory describes a state of the quantum electromagnetic field, i.e., of a second-quantized zero mass relativistic particle of spin 1.) The process in which the state functional $\Psi[g]$ is turned into an operator thus deserves to be called third quantization. The
logical possibility of third quantization was noticed by Kuchař and taken as a serious physical option by Giddings and Strominger, Coleman, McGuigan, and others.

The question which interests me here is whether third quantization can help to resolve the problems of time in quantum gravity. Unfortunately, very little work has been devoted to this question. The papers on the subject have developed the formalism rather than consider its interpretation. In this state of affairs, I cannot do much more than offer some rather general remarks about the conceptual difficulties of third quantization as an interpretational framework.

- Does Third Quantization Solve the Problem of Time? The expectation that third quantization solves the problem of time in quantum gravity is based on a belief that the second quantization solves the problem of time in quantum theory of a relativistic particle. Before going any further, it is advisable to check whether this belief is substantiated.

The second quantization approach to a quantum field theory is based on the construction of a Fock space. To build the Fock space, one takes a one-particle Hilbert space $\mathcal{H}_{(1)}$. From the direct product of the one-particle states $|\psi\rangle \in \mathcal{H}_{(1)}$, one builds the states

$$|\Psi_N\rangle = S |\psi_1\rangle \otimes |\psi_2\rangle \otimes \cdots \otimes |\psi_N\rangle$$  \hspace{1cm} (11.1)

which span the N-particle sector $\mathcal{H}_{(N)}$. Symmetrization $S$ under exchange of the particles is appropriate for Bose statistics. The Fock space $\mathcal{F}$ is the direct sum of such sectors,

$$\mathcal{F} = \mathcal{H}_{(0)} \oplus \mathcal{H}_{(1)} \oplus \mathcal{H}_{(2)} \oplus \cdots.$$  \hspace{1cm} (11.2)

Here, $\mathcal{H}_{(0)}$ is spanned by the vacuum state $|\Psi_\emptyset\rangle$.

The norm of the special N-particle state (11.1) is induced by the norm of its one-particle constituents:

$$\langle \Psi_N | \Psi_N \rangle := \prod_{i=1}^{N} \langle \psi_i | \psi_i \rangle$$  \hspace{1cm} (11.3)

The norm of a state

$$|\Psi\rangle = |\Psi_\emptyset\rangle \oplus |\Psi_1\rangle \oplus |\Psi_2\rangle \oplus \cdots$$  \hspace{1cm} (11.4)

in $\mathcal{F}$ is the sum

$$\langle \Psi | \Psi \rangle = \sum_{N=0}^{\infty} \langle \Psi_N | \Psi_N \rangle$$  \hspace{1cm} (11.5)
of the norms of its $N$-particle components.

This short description makes it clear that one can define the Fock space $\mathcal{F}$ only if one knows the one-particle space $\mathcal{F}_{(1)}$ as a Hilbert space. This brings us back to the Hilbert space problem for a relativistic particle.

If the particle moves on a stationary background, the one-particle Hilbert space is spanned by the positive-energy solutions of the Klein-Gordon constraint (9.1) - (9.2), and the inner product is given by Eq. (9.5). If the particle moves on a dynamical background, it is not clear what one should take for the one-particle Hilbert space. If the background is stationary in the past or stationary in the future, one can construct the corresponding incoming and outgoing Hilbert spaces and answer scattering questions. However, one does not know how to pose meaningful questions in the dynamical region.

The absence of a privileged one-particle Hilbert space structure is the source of ambiguities in constructing a unique quantum field theory (even a free field theory) on a dynamical background. There are many ways of reformulating this problem, and in some of these the connection with the time problem (the Hilbert space problem) of the one-particle theory is far from obvious. It is then easy to start believing that the problem of time disappeared from the second-quantized theory and that one should merely fix some other technical problems. What I want to stress is that in one way of looking at things, the ambiguities of quantum field theory on a dynamical background are the direct consequence of the Hilbert space problem of the one-particle theory, and thus reflect the problem of time for the second-quantized system. The second quantization merely shifts the problem of time to a different level without really solving it. This is not a good omen for the attempts to solve the time problem in quantum gravity by third quantization.

- How to Observe the Superfield? Suppose that the ambiguities of a quantum field theory on a dynamical background were somehow resolved without having to solve the Hilbert space problem for the one-particle system. Let me further grant that the same scheme could be successfully applied to third-quantized gravity. How would one interpret such a theory?

The states of a quantum field can be given either in the field representation or in the particle representation. These representations reflect the choice of fundamental observables. The question is: How does one measure these observables?

The fundamental observables in the field representation are the spacetime field operators, the scalar field $\hat{\Psi}(x)$, the electromagnetic field $\hat{\mathcal{E}}_{ab}(x)$, etc., or their canonical counterparts $\hat{\Psi}(x)$, $\hat{\pi}(x)$; $\hat{\mathcal{E}}(x)$, $\hat{\mathcal{B}}(x)$, etc. The measurability of the electric and magnetic field operators played a major role in clarifying the conceptional foundations of quantum field theories. The construction of
appropriate thought experiments required a truly heroic effort.\textsuperscript{196} I suspect that an equally heroic effort would be needed to understand how one should measure the scalar field $\Phi[g]$ on superspace. Indeed, the ordinary experimental devices operate in \textit{spacetime} and are designed to measure spacetime quantities, like the average field strength in a spacetime region. Nobody as yet has imagined a piece of equipment which would be able to measure something like the mean value of the field $\Phi[g]$ in a region of superspace.

- \textbf{How Could a Many-Geometry State be Observed?} If it is difficult to imagine an apparatus which would measure the "field observable in superspace," perhaps it is easier to imagine an apparatus which would measure the "particle observable in superspace." A complete set of particle observables in spacetime is the number of particles and their positions at a given instant, i.e., on a given spacelike hypersurface. The apparatus which performs such a measurement is a collection of small Geiger counters densely distributed throughout space and brought into the state of readiness at a given instant of time. Notice that this is the \textit{same} apparatus as that designed to measure the position of a \textit{single} particle; the fact that the apparatus operates on a state in the Fock space rather than on a one-particle state manifests itself by more than one Geiger counter being triggered, i.e., in the \textit{response} of the apparatus, rather than in its \textit{construction}.

In third-quantized gravity, the many-particle states are replaced by many-geometry states. However, the analogy is not perfect. A three-geometry is not analogous to the position of a particle, because it contains also information about intrinsic time. This brings the problem of time back into the game. To be able to talk about measurements of the three-geometry rather than about measurements of a more complicated object (say, the conformal three-geometry), I can use the results of section 7, and couple gravity to a suitable material system, like a Gaussian reference fluid. (In a classical phenomenological discussion, one traditionally uses for the same purpose a system of small rigid rods dragged by the reference points,\textsuperscript{197} or perfect clocks carried by the reference points together with the radar signals.\textsuperscript{198}) It is fairly clear what response of such a material system considered as a classical apparatus corresponds to the detection of a definite three-geometry. If one takes the analogy with the Geiger counters seriously, the same material system should be able to detect also a many-geometry state. I must admit, however, that I am unable to imagine a classical response of the material systems like rods, clocks, signals, or a Gaussian reference fluid, which could be appropriately described by saying that on a single spacelike hypersurface one has detected two or more intrinsic geometries.

- \textbf{Changing Topology.} An alternative interpretation of the many-
geometry state may be that the individual geometries \( g_1 \) and \( g_2 \) are not carried by a single hypersurface, but by different copies of \( \Sigma \). Isham discusses the difficulties of this version of the interpretation.\(^{96}\) First, the transition from a one-geometry state to a two-geometry state corresponds now to a topology change in which \( \Sigma \) bifurcates into two copies of itself. It is doubtful whether such a change is compatible with the third-quantized Wheeler-DeWitt formalism. Second, the Bose structure of the Fock space loses its operational significance. The symmetry of the two-geometry state should reflect the indistinguishability of the individual geometries. However, if the two copies of \( \Sigma \) are disjoint, there is presumably no causal connection between them, and it does not make sense to compare the two geometries with each other. (In the same way, it would not make much sense to talk about two particles as being indistinguishable if each of them moved in a separate space rather than in the same space.)

In summary, it seems that the third quantization does not really solve the problem of time, and that it is extremely hard to interpret its formalism operationally.

12. Naive Schrödinger Interpretation

Of all the proposals on how to interpret quantum gravity, the naive Schrödinger interpretation is certainly the most straightforward. It asserts that the square

\[
|\Psi[g]|^2
\]

of a solution \( \Psi[g] \) of the Wheeler-DeWitt equation (2.5) and the supermomentum constraint (2.4) is the probability density for finding a hypersurface with the intrinsic geometry \( g \). The designation "naive" (coined by Wald and Unruh\(^7\)) distinguishes it from the internal Schrödinger representation, which never speaks about probabilities before splitting the dynamical variables from the many-fingered time. By denying the need for such a split, the naive Schrödinger interpretation is the first scheme which maintains that one does not need to know what is time before interpreting quantum gravity.

The naive Schrödinger interpretation was proposed by Hawking\(^{199-203}\) and widely used by the members of his school. The conditional interpretation and the sum-over-histories interpretation, which I consider in the following two sections, may be considered as refinements of the naive Schrödinger interpretation. Here I shall discuss the naive Schrödinger interpretation in its unadulterated (and thus intuitively appealing) form.

The conceptual meaning of the naive Schrödinger interpretation is clarified
when one applies it to a simple particle model. For a parametrized Newtonian or relativistic particle, the naive Schrödinger interpretation amounts to the statement that

$$|\Psi(T,Q)|^2$$ (12.2)

is the probability density for finding an instant $T$ with the particle in the position $Q$. The peculiar timeless nature of the interpretation is brought thereby into a sharp focus.

- **Naive Interpretation Lacks Dynamics.** A comparison of Eqs. (12.1) and (12.2) reveals that an attempt to normalize the state functional over the geometries $g$ is analogous to an attempt to normalize the wave function of a particle over both the position and the time. Such an attempt must fail because, due to the Schrödinger or the Klein-Gordon equation, the wave function cannot be square integrable in the time direction. One is thus forced to talk only about relative probabilities.

I shall consider some typical probabilities which the interpretation (12.2) allows me to calculate for a Newtonian particle. I normalize $\Psi(T,Q)$, as in the standard quantum mechanics, to 1 at a given instant $T$:

$$\rho(T) := \int dQ \ |\Psi(T,Q)|^2 = 1.$$ (12.3)

The Schrödinger equation then implies that $\rho(T) = 1$ for all $T$. The naive Schrödinger interpretation allows me to reinterpret the expression (12.3) as the **relative probability to find an instant $T$**. One sees that in nonrelativistic quantum mechanics all instants are equally probable; to find one instant is as probable as to find any other. Similarly,

$$\rho(Q) := \lim_{T \to 0} \frac{1}{2T} \int_{-T}^{T} dT \ |\Psi(T,Q)|^2$$ (12.4)

is the probability density to find the particle at $Q$ irrespective of when. Finally, I can write the expression

$$\langle Q \rangle := \lim_{T \to 0} \frac{1}{2T} \int_{-T}^{T} dT \int dQ \ Q |\Psi(T,Q)|^2$$ (12.5)

for the mean position of the particle during the whole motion.

One sees that the probabilistic scheme (12.3) - (12.5) is internally coherent. Thus, e.g., taking an ensemble of systems described by the state function $\Psi$, and measuring $Q$ without measuring $T$, one is, according to Eq. (12.3), as likely to measure $Q$ at one instant as at any other instant; by averaging
all such Q's obtained at different instants T, one ends with the mean value formula (12.5).

However, one is missing the answer to a typical dynamical question which one can ask in the internal Schrödinger interpretation, namely "If one finds the particle at Q at the time T, what is the probability of finding it at Q' at the time T' > T?" Such questions make sense and can be realized by suitable experimental arrangements. Thus, the naive Schrödinger interpretation simply fails to ask and answer interesting dynamical questions.

Returning back from the particle model to quantum gravity, one sees that the naive Schrödinger interpretation can pose some questions, like "What is the mean value of this functional of the intrinsic geometry?", but these are not dynamical questions. A typical application of the naive Schrödinger interpretation is "To find the probability of this or that Universe" (leading to statements like "A Universe with a given density of mass is very likely flat and big") but not "To find the probability of this or that evolution of the same Universe." One of the main defects of the naive Schrödinger interpretation is that it does not describe how the Universe is changing.

• Inappropriate for the Wheeler-DeWitt Equation. The naive Schrödinger interpretation for a Newtonian particle is compatible with the internal Schrödinger interpretation, as exemplified by Eqs. (12.3) - (12.5). This can no longer be maintained for a relativistic particle, even on a Minkowskian background. Because the Schrödinger norm is no longer conserved by the Klein-Gordon evolution, Eq. (12.3) breaks down, and different instants of the Minkowskian time are not equally probable. Further, the multiplication operator  \( \hat{Q} = Q \times \) is not the position operator of a relativistic particle, and the expression (12.5) loses its meaning of the mean position. This shows that the naive Schrödinger interpretation is inappropriate for a relativistic particle. The Wheeler-DeWitt equation is certainly closer to the Klein-Gordon equation than it is to the Schrödinger equation. The naive Schrödinger probability (12.1) does not seem to be appropriate for it either.

• Violation of the Constraints. The interpretation of the expression (12.1) as the probability density of the intrinsic geometry \( g \) is consistent with the standard rules of quantum mechanics only if the geometry \( g \) is represented by the multiplication operator. However, the multiplication operator \( \hat{g}(x) = g(x) \times \) throws the state \( \Psi[g] \) out of the physical space of states which satisfy the Wheeler-DeWitt equation. In other words, a measurement of \( g(x) \) violates the constraints. The naive Schrödinger interpretation avoids this issue because it refrains from making any statement about what is the state function of the Universe after one has found a hypersurface with the geometry \( g(x) \). If one
believes that the intrinsic geometry is a carrier of information about time, one should recall the old arguments why time should not be represented by a self-adjoint operator in quantum mechanics.

13. The Conditional Probability Interpretation

The conditional probability interpretation is an attempt to introduce dynamics into the naive Schrödinger interpretation. This requires an identification of time. However, the advocates of the interpretation hold that it is unnecessary to cast the constraints into the Schrödinger form with respect to any specific choice of time. Instead, they work within the Wheeler-DeWitt framework and assert that they can handle all choices of time at once without running into the multiple choice problem. They also feel that the lack of global time function is not necessarily a problem. In these respects, the conditional probability interpretation substantially differs from the internal Schrödinger interpretation.

The conditional probability interpretation was developed by Page and Wootters. Sidestep those aspects of their discussion which relate the interpretation to the unobservability of the label time and the superselection rule for the conjugate energy.

Like the naive Schrödinger interpretation, the conditional probability interpretation works with the Hilbert space $\mathcal{H}$ of square-integrable functions on the configuration space(time) of the unconstrained system. The interpretation assigns probabilities to the measurements of the projection operators $\hat{A}$, $\hat{B}$, $\hat{C}$ on $\mathcal{H}$. It is well known that any projection operator

$$\hat{A}^2 = \hat{A} \tag{13.1}$$

has only two eigenvalues, 0 and 1. The eigenfunctions $|\Phi_0\rangle$ and $|\Phi_1\rangle$ to those eigenvalues span two mutually orthogonal linear subspaces of $\mathcal{H}$, $\mathcal{H}_{\lambda=0}$ and $\mathcal{H}_{\lambda=1}$: $\mathcal{H} = \mathcal{H}_{\lambda=0} \oplus \mathcal{H}_{\lambda=1}$. The measurement of $\lambda$ amounts to answering the yes-no question "Does $|\Psi\rangle$ lie in $\mathcal{H}_{\lambda=1}$?" The eigenvalue $\lambda=1$ means that the answer is "Yes", the eigenvalue $\lambda=0$ that the answer is "No."

Let $|\Psi\rangle \in \mathcal{H}_0 \subset \mathcal{H}$ be a physical state, i.e., a solution of the super-Hamiltonian constraint

$$\hat{H}|\Psi\rangle = 0 \tag{13.2}$$

The fundamental postulate of the conditional probability interpretation is the formula for the probability $P(B|C)$ that the answer to the question $\hat{B}$ is yes if the answer to the question $\hat{C}$ is yes:
\[
P(B|C) = \frac{\langle \Psi | \hat{C} \hat{B} \hat{C} | \Psi \rangle}{\langle \Psi | \hat{C} | \Psi \rangle}.
\]

(13.3)

The connection with the time problem is established by constructing a projection operator \( \hat{C}_T \) corresponding to the question "Does an internal clock show the time \( T' \)?" (I chose the letter \( C \) for its two connotations: "the clock" and "the condition.")

The way in which the conditional probability interpretation works is best illustrated on simple models. The first model is the parametrized Newtonian particle moving in one dimension,

\[
H := P_T^2 + \frac{1}{2m} P_Q^2 + W(Q) = 0.
\]

(13.4)

The second model is a system of two non-interacting particles, each of them with a single degree of freedom, kept in a stationary state:

\[
H := h_T + h_Q - E
\]

(13.5)

\[
= \frac{1}{2M} P_T^2 + V(T) + \frac{1}{2m} P_Q^2 + W(Q) - E = 0.
\]

The position \( T \) of the first particle is cast in the role of the hand of a clock, and is thus called \( T \).

The nature of the conditional probability interpretation is so clear from these examples that it is hardly necessary to spell out how the formalism looks in quantum gravity.

- **Parametrized Newtonian Particle.** This model is ideal for showing how the naive Schrödinger interpretation follows from the conditional probability interpretation. Let \( \mathcal{H}_T \) be the Hilbert space of square-integrable functions of \( T \), and \( \mathcal{H}_Q \) the Hilbert space of square-integrable functions of \( Q \). One constructs the projection operator

\[
\hat{C}_T := |T'\rangle \langle T'|
\]

(13.6)

in \( \mathcal{H}_T \) and the projection operator

\[
\hat{B}_{Q'} := |Q'\rangle \langle Q'|
\]

(13.7)

in \( \mathcal{H}_Q \). When acting on \( \mathcal{I} = \mathcal{H}_T \otimes \mathcal{H}_Q \), \( \hat{C}_T \) acts as an identity operator on \( \mathcal{H}_Q \), and
\( \hat{B}_Q \) as an identity operator on \( \mathcal{F} \). Then \( \hat{C}_T \) is the question "Is it \( T' \) o'clock?" and \( \hat{B}_Q \) is the question "Is the particle at \( Q' \)?"

Let \( |\Psi\rangle \) satisfy the constraint (13.2), i.e., let \( \Psi(T,Q) := \langle T,Q | \Psi \rangle \) solve the Schrödinger equation. The conditional probability \( P(B_Q|C_T) \) that the particle is at \( Q' \) at the time \( T' \) can be calculated from the fundamental formula (13.3). The answer

\[
P(B_Q|C_T) = \frac{|\Psi(T',Q')|^2}{\int_Q dQ \ |\Psi(T',Q)|^2}
\]

(13.8)
is, up to the normalization factor, the same as that given by the naive Schrödinger interpretation, Eq. (12.2).

For the future discussion, note that the yes answer to the question \( \hat{C}_T \) determines a unique state in \( \mathcal{F} \) (i.e., the subspace \( \mathcal{F}_{T,C_T=1} \subset \mathcal{F} \) is one-dimensional), and similarly the yes answer to the question \( \hat{B}_Q \) determines a unique state in \( \mathcal{F}_Q \). (Actually, due to the continuous spectrum of the operators \( \hat{T} \) and \( \hat{Q} \), these states are "improper" states which lie outside the respective Hilbert spaces \( \mathcal{F} \) and \( \mathcal{F}_Q \).) However, when \( \hat{C}_T \) is considered as an operator in \( \mathcal{F} = \mathcal{F}_T \otimes \mathcal{F}_Q \), the yes answer to the question \( \hat{C}_T \) means that the system lies in the infinitely-dimensional subspace \( \mathcal{F} = \mathcal{F}_T \otimes \mathcal{F}_Q \) of \( \mathcal{F} \) because nothing is yet known about the position of the particle. The operators \( \hat{C}_T \) and \( \hat{B}_Q \) commute on \( \mathcal{F} \).

* **Two Particles in a Stationary State.** One can apply the same strategy to the model (13.5). Let \( \mathcal{F} \) be the Hilbert space of square-integrable functions on the configuration plane \( (T,Q) \) and \( \mathcal{F} \) be the physical space of states satisfying the super-Hamiltonian constraint (13.2). The projection operators \( \hat{C}_T \) and \( \hat{B}_Q \) are defined as before, Eqs. (13.6) - (13.7). They represent the questions "Is the first particle at \( T' \)?" and "Is the second particle at \( Q' \)?" The conditional probability \( P(B_Q|C_T) \) that the second particle is at \( Q' \) if the first particle is at \( T' \) is again given by Eq. (13.8). This raises great expectations. The quadratic constraint (13.5) does not offer a privileged time like the Schrödinger constraint (13.4) does. The role of \( T \) and \( Q \) can easily be interchanged. Nevertheless, Eq. (13.8) seems to provide a probabilistic interpretation of the physical states \( |\Psi\rangle \in \mathcal{F} \). It is not necessary to say beforehand what is time. It is not necessary for \( T \) to be a global time variable. (Indeed, for many potentials \( V(T) \) and \( W(Q) \), as Hájíček's results indicate, it will not be a global time variable.) It is not necessary to cast the constraint (13.5) into a Schrödinger form before imposing it on the physical states. Equation (13.3) seems to be able to treat all conditions \( \hat{C} \) (all times) at once and on the same footing. All of this seems to suggest that the problems of time are pseudoproblems.
The Page-Wootters Treatment of the Model. In my discussion of the system (13.5), I took the position of the first particle as a clock and the position of the second particle as a dynamical variable. Page and Wootters generalize this procedure somewhat. To use the first particle as a clock, they choose a state $|\phi_0\rangle \in \mathcal{H}_f$ and define the projector

$$\hat{C}_0 := |\phi_0\rangle \langle \phi_0|.$$  \hspace{1cm} (13.9)

By evolving the state $|\phi_0\rangle$ by the super-Hamiltonian $\hat{H}$, they arrive at a one-parameter family of projectors

$$\hat{C}_\tau := e^{-i\hat{H}\tau} \hat{C}_0 e^{i\hat{H}\tau} = e^{-i\hat{h}_\tau\tau} \hat{C}_0 e^{i\hat{h}_\tau\tau}. \hspace{1cm} (13.10)$$

They interpret $\hat{C}_0$ as the question "Does the clock show the time 0?", $\hat{C}_\tau$ as the question "Does the clock show the time $\tau$?", and the parameter $\tau$ as time.

Note that this interpretation is consistent only if $\hat{C}_0$ is not a constant of the motion:

$$[\hat{C}_0, \hat{H}] = [\hat{C}_0, \hat{h}_\tau] = 0.$$ \hspace{1cm} (13.11)

If $\hat{C}_0$ were a constant of the motion, Eq. (13.10) would yield $\hat{C}_\tau = \hat{C}_0$, i.e., the particle clock would not run.

The dynamical variable to be measured is a projector $\hat{B} = B(\hat{Q}, \hat{P}_Q)$ constructed from the variables of the second particle. Take now a normalized state $|\Psi\rangle \in \mathcal{H}_Q$ and calculate the probability $P(B|C_\tau)$ that the answer to $\hat{B}$ is yes at the clock time $\tau$. Because $\hat{B}$ commutes with $\hat{C}_\tau$, $\hat{B}$ commutes with $\hat{h}_\tau$, $\hat{C}_\tau$ commutes with $\hat{h}_Q$, and $\hat{H} := \hat{h}_\tau + \hat{h}_Q - E$ annihilates the state $|\Psi\rangle$, one gets

$$P(B|C_\tau) = \langle \psi_0 | B_{\tau} | \psi_{\theta} \rangle \langle \psi_0 | \psi_{\theta} \rangle,$$ \hspace{1cm} (13.12)

where

$$|\psi_{\theta} \rangle := (\langle \phi_0 | \Psi \rangle \in \mathcal{H}_Q$$ \hspace{1cm} (13.13)

describes the state of the second particle and

$$\hat{B}_{\tau} := e^{i\hat{h}_\theta\tau} \hat{B} e^{-i\hat{h}_\theta\tau}$$ \hspace{1cm} (13.14)

satisfies the Heisenberg equation of motion.
\[ \partial_r \hat{B}_r = \frac{1}{i} [\hat{B}_r, \hat{h}_Q] \]  

(13.15)

in the parameter \( r \). The conclusion drawn by Page and Wootters is that the conditional probability (13.12) depends on the time \( r \) as if the dynamical variable \( \hat{B}_r \) evolved according to Eq. (13.15) in spite of the fact that \(| \Psi \rangle \) is a stationary state (13.2) of the total system.

The conditional probability interpretation does not really save the naive Schrödinger interpretation. As far as it entails the naive Schrödinger interpretation, it shares its difficulties. As far as it reaches beyond it, by making temporal statements possible, it brings its own defects from hiding into sharp focus.

- **Inappropriate for a Klein-Gordon System.** When applied to a parametrized relativistic particle on a Minkowskian background, the conditional probability interpretation makes the prediction (13.8) for the particle to be found at the position \( Q' \) at the Minkowski time \( T' \). This prediction is different from the accepted expression for the probability of the localization of a relativistic particle.

- **Violation of the Constraints.** The formula (13.3), which the conditional probability interpretation takes as its fundamental postulate, is ordinarily derived from the rules governing measurements performed on a system by an outside apparatus. The ensemble \( \mathcal{E} \) of systems is prepared in a state \(| \Psi \rangle \in \mathcal{H} \). First, \( \hat{C} \) is measured on \( \mathcal{E} \). Those systems for which the answer to the question \( \hat{C} \) is yes are collected into a new ensemble \( \mathcal{E}_{C=1} \). This ensemble is described by the state function

\[ | \Psi_C \rangle = \hat{C} | \Psi \rangle \]  

(13.16)

that is the projection of the initial state \(| \Psi \rangle \) into the subspace \( \mathcal{E}_{C=1} \subset \mathcal{E} \) spanned by the eigenfunctions of \( \hat{C} \) to the eigenvalue 1. (The selection of the subensemble \( \mathcal{E}_{C=1} \) of the original ensemble \( \mathcal{E} \) is sometimes called - appropriately or not - the reduction of the wave packet.) Second, \( \hat{B} \) is measured on \( \mathcal{E}_{C=1} \). If the answer to the question \( \hat{B} \) is yes, the system falls within the ensemble \( \mathcal{E}_{B=1} \) described by the state function

\[ | \Psi_B \rangle = \hat{B} | \Psi_C \rangle \]  

(13.17)

That is the projection of \(| \Psi_C \rangle \) into the subspace \( \mathcal{E}_{B=1} \subset \mathcal{E} \) spanned by the eigenfunctions of \( \hat{B} \) to the eigenvalue 1. The conditional probability (13.3),
defined as the ratio of the number of systems in \( E_{n=1} \) and the number of systems in \( E_{C=1} \), is given by the norm of \( |\Psi_B^\prime\rangle \) divided by the norm of \( |\Psi_C\rangle \).

From this description of the steps by which Eq. (13.3) is ordinarily derived it becomes clear that the conditional probability interpretation violates the constraints. The operators \( \hat{C} \) and \( \hat{B} \) act on \( \mathcal{F} \) and they are not required to commute with the constraint \( \hat{H} \). Indeed, I pointed out that \( \hat{C} \) can play the role of a clock only if it does not commute with \( \hat{H} \). Similarly, if the aim of the conditional probability interpretation is to describe how the Universe is changing, one must watch some \( \hat{B}'s \) which do not commute with \( \hat{H} \), i.e., which are not constants of the motion.

However, if \( \hat{C} \) does not commute with \( \hat{H} \), the measurement of \( \hat{C} \) will in general throw the state \( |\Psi\rangle \) out of the physical space, \( |\Psi_C\rangle \in \mathcal{F}_C \). Even if the state \( |\Psi_C\rangle \) were found to be in \( \mathcal{F}_0 \), the measurement of \( \hat{B} \) would in general throw it out of the physical space, \( |\Psi_B\rangle \in \mathcal{F}_B \). The conditional probability interpretation is thus based on a postulate whose derivation violates the constraints.

Page counters this objection by asserting that the intermediate state (13.16) is "actually only a calculational tool useful for writing the conditional probability in the simple form" and that "the 'collapse' of the wavefunction ... should be merely thought of as part of one's computational process, not as a physical process, so it should not be surprising that the result is rather 'unphysical'."206

I fear that such an attempt to brush aside the violation of the constraint as a mere verbal artifice does not stand closer scrutiny. I shall try to show that this mechanism of violating the constraints is actually responsible for the fact that the conditional probability interpretation predicts physically wrong propagators for the simplest model system, namely, the parametrized Newtonian particle.

- **Wrong Propagators.** Curiously enough, the conditional probability interpretation was used by its proponents only to calculate the conditional probabilities of \( \hat{B} \) at a single instant \( \hat{C}_T \), but never applied to answering the fundamental dynamical question of the internal Schrödinger interpretation, namely, "If one finds the particle at \( Q' \) at the time \( T' \), what is the probability of finding it at \( Q'' \) at the time \( T'' > T' \)?"

Let me pose this question for a parametrized Newtonian particle within the framework of the conditional probability interpretation. Let \( \hat{C}_T \) and \( \hat{B}_{Q'} \) be the projectors defined by Eqs. (13.6) - (13.7). Then their product

\[
\hat{A}_{T'Q'} := \hat{B}_{Q'} \hat{C}_T
\]

(13.18)

is the projector expressing the question "Is the particle at \( Q' \) at the time \( T' \)?" Because the projectors \( \hat{B}_{Q'} \) and \( \hat{C}_T \) commute on \( \mathcal{F} \), the definition (13.18) makes sense. Note that while the projectors \( \hat{B}_{Q'} \) and \( \hat{C}_T \), taken separately generate
multidimensional subspaces \( \mathcal{F}_{B_{\tau}} \) and \( \mathcal{F}_{C_{\tau}} \) of \( \mathcal{F} \), their product (13.18) generates a ray: \( \mathcal{F}_{T_{\tau}Q'} \) is a one-dimensional subspace of \( \mathcal{F} \) (Of course, strictly speaking, none of the spaces \( \mathcal{F}_{B_{\tau}} \), \( \mathcal{F}_{C_{\tau}} \), and \( \mathcal{F}_{T_{\tau}Q'} \) is a subspace of \( \mathcal{F} \), because the operators \( \hat{T} \) and \( \hat{Q} \) on \( \mathcal{F} \) have a continuous spectrum.)

The probability sought by the fundamental dynamical question is given in the conditional probability interpretation framework by the formula

\[
P(A_{T^\prime Q^\prime} | A_{TQ}) = \frac{\langle \Psi | \hat{A}_{T^\prime Q^\prime} \hat{A}_{TQ} | \Psi \rangle}{\langle \Psi | \hat{A}_{TQ} | \Psi \rangle}.
\]

The physical answer to the fundamental dynamical question should, of course, be the square of the non-relativistic propagator. Instead, Eq. (13.19) yields

\[
P(A_{T^\prime Q^\prime} | A_{TQ}) = |\delta(T^\prime - T)\delta(Q^\prime - Q)|^2.
\]

In brief, the conditional probability interpretation prohibits the absolute time to flow and the Newtonian particle to move!

The application of the fundamental formula to the Page-Wooters treatment of the two-particle model does not fare any better. For simplicity, take the initial state of the clock particle to be \( |\phi_0\rangle = |T^\prime\rangle \) and ask again about the position \( Q \) of the second particle. The projector

\[
\hat{A}_{T^\prime Q^\prime} := \hat{B}_{Q^\prime} \hat{C}_{T^\prime},
\]

with \( \hat{C}_{T^\prime} \) given by Eq. (13.10), articulates the question "Is the second particle at the position \( Q' \) at the clock time \( t' \)?" The probability \( P(A_{T^\prime Q^\prime} | A_{T^\prime Q'}) \) predicted by the conditional probability interpretation is

\[
P(A_{T^\prime Q^\prime} | A_{TQ}) = |\langle T' | e^{-i\hat{h}_{T}(T' - T')} | T' \rangle|^2 |\delta(Q^\prime - Q')|^2.
\]

Again, Eq. (13.22) prohibits the second particle to move. For \( \hat{h}_{T} = \hat{P}_{T} \), Eq. (13.22) gives the old result (13.20).

One may wonder why Eq. (13.8) for the Newtonian particle seemed to replicate the standard quantum dynamics of \( Q' \) with \( T' \), while Eq. (13.20) miserably failed to do the same. The answer is that the measurements of \( \hat{B}_{Q^\prime} \) in Eq. (13.8) are done on an ensemble \( \mathcal{E}_{C_{\tau}} \) of particles whose time is known but the position \( Q' \) is as yet undetermined, while the measurements of \( \hat{A}_{T'Q^\prime} \) in Eq. (13.20) are done on an ensemble \( \mathcal{E}_{T_{\tau}Q'} \) of particles that were already found to be at \( Q' \) at the time \( T' \). The measurement of \( \hat{A}_{TQ} \) with the result 1 is a complete
measurement which uniquely fixes the state \(|T',Q'\rangle\) of the ensemble \(\mathcal{E}_{T',Q} = 1\)
reducing thereby the original physical state \(|\Psi\rangle\in\mathcal{P}\) to an unphysical state
\(|T',Q'\rangle\in\mathcal{P}\) that has nothing to do with the original \(|\Psi\rangle\). The unphysical result
(13.20) is thus a direct consequence of the violation of the constraint by the first
measurement, the violation which Page tried to dispute away as a purely
computational device.

I regard Eq. (13.20) as a reduction ad absurdum of the conditional
probability interpretation. If the interpretation does not yield an expected physical
prediction for a parametrized Newtonian particle, how can one rely on it in
quantum gravity? Of course, one can try to modify the conditional probability
interpretation, say, by projecting the state back into the physical space \(\mathcal{P}\) each
time the measurement of a projector \(\hat{A}, \hat{B}, \hat{C}, ...\) brings it out of the physical
space. I better abstain from analyzing the shortcomings of such a scheme before
someone seriously proposes it.

14. Sum-Over-Histories Interpretation

In canonical quantization of a Newtonian system, path integrals are tools
for calculating the propagator which determines the change of the state in the
Hilbert space from one instant of time to another. The idea pursued by the sum-
over-histories interpretations is that path integrals somehow make sense even
outside the Hilbert space framework and provide an interpretation for quantum
systems which do not automatically carry with them the notions of time and of the
Hilbert space.

Such an approach to quantum gravity was advocated by Teitelboim who
based on it a statistical interpretation of the scattering process (in proper time) in
which the Universe starts in a velocity-dominated singularity and, encountering
the scalar potential of the Wheeler-DeWitt equation, ends in a velocity-dominated
singularity.\(^{209-211}\)  
A more elaborate sum-over-histories interpretation of quantum
gravity was offered by Hartle. Hartle’s interpretation is a part of an ambitious
program aiming at connecting quantum mechanics with the theory of initial
conditions of the Universe.\(^{75,120,131,169,212-217}\) I shall restrict my discussion strictly
to those aspects of the program which deal with the problem of time.

At the technical level, Hartle used path integrals for reinterpreting ordinary
nonrelativistic quantum mechanics,\(^{212}\) and then applied the same scheme to the toy
universe of two particles kept in a stationary state.\(^{75}\) At a more heuristic level he
argued that the main ideas of his interpretation can be generalized from the toy
model to quantum gravity.\(^{120,213,214,216}\) I shall summarize the essential features
of Hartle’s interpretation.
- Sum-Over-Histories Interpretation for Two Model Systems. The model systems studied by Hartle are the parametrized Newtonian particle (13.4), and two noninteracting particles, with coordinates $T$ and $Q$, kept in a stationary state (13.5). The second model is thus the same as that used by Page and Wootters, and it is a specialization of the model (3.9) considered in the semiclassical interpretation.

The fundamental rules of the sum-over-histories interpretation are the following:

I) Observables. The basic observables are projectors associated with regions of the configuration space $(T, Q)$. A detector measuring an observable registers if the system crosses the region at least once but possibly many times, and it does not register if the system avoids the region.

II) Probability Amplitudes. These are to be calculated by Feynman's standard prescriptions in which the super-Hamiltonian is treated as an ordinary Hamiltonian and the state is propagated in a label time $\tau$. (For the super-Hamiltonian (13.4), the label time flows at the same pace as the internal Newtonian time $T$; for the model (13.5), it corresponds to the Newtonian time of an outside observer.)

III) The label time should be treated as an unobservable label. This means that the amplitudes must be summed over $\tau$ before being squared to yield joint probabilities. Both positive and negative $\tau$'s are allowed; because the label time order is unobservable, the amplitudes corresponding to the positive and negative $\tau$ must also be summed over before the probabilities are determined.

To extract from these rules a probabilistic interpretation, one prepares a state $|\Psi\rangle$ by imposing conditions which the histories (the paths of the system in the configuration space $(T, Q)$) must satisfy. The conditions assert that the histories must pass through given regions; the preparation of the state means that the detectors associated with those regions must register. After that, one fixes an "exhaustive and exclusive" set of observations consistent with the conditions. This can be done by removing from the configuration space the regions which defined the conditions, and breaking the remainder into a collection of non-overlapping regions. For definiteness, let there be only three such regions, 1, 2, and 3. The exhaustive and exclusive set of observations corresponds then to the following possible combinations of the responses of the three detectors:

(0): None of the three detectors registers.
(1): One and only one of the detectors registers.
(1;1): This is the detector 1.
(1;2): This is the detector 2.
(1;3): This is the detector 3.

(2): Two and only two of the detectors register.
(2;12): These are the detectors 1 and 2.
(2;13): These are the detectors 1 and 3.
(2;23): These are the detectors 2 and 3.

(3): All three detectors register.

By performing these exhaustive and exclusive observations on an ensemble of systems each of which is prepared to satisfy the same conditions, one can experimentally determine the relative frequencies of the possible outcomes. The sum-over-histories interpretation predicts what these relative frequencies ought to be by following the rules I to III. The results are obtained by evaluating path integrals, but they can be summarized in the language of operators on an auxiliary Hilbert space $\mathcal{F}$ of square integrable functions of $T$ and $Q$. I shall write down two such probabilities, one from the class (1),\textsuperscript{75}

\[
P(1;3 | \psi) = \mathcal{N} \int dT dQ \left| \langle TQ | \hat{K}_+ | \psi \rangle + \langle TQ | \hat{K}_- | \psi \rangle \right|^2
= \mathcal{N} \int dT dQ \left| \langle TQ | \hat{K} | \psi \rangle \right|^2
\]  \quad (14.1)

and another one from the class (2),\textsuperscript{75}

\[
P(2;31 | \psi) = \mathcal{N} \int dT dQ \left| \langle TQ | \hat{K}_+ \hat{\Pi}_3 \hat{K}_+ | \psi \rangle + \langle TQ | \hat{K}_- \hat{\Pi}_3 \hat{K}_- | \psi \rangle \right|^2 + (1 \leftrightarrow 3).
\]  \quad (14.2)

The common normalization factor $\mathcal{N}$ is fixed by the requirement that the probabilities of all the listed exhaustive and exclusive options must sum to 1. The operators $\hat{K}_\pm$ are the forward and backward propagators

\[
\hat{K}_\pm = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\tau \theta(\pm \tau) e^{-i\hat{K}_\tau}
\]  \quad (14.3)

obtained by integrating the familiar forward and backward Schrödinger propagators over the positive (negative) label time $\tau$, as indicated by the step function $\theta$. The operator $\hat{\Pi}_3$ is the projector.
\[ \hat{N}_3 := \int dT dQ \left| TQ \right\rangle \left\langle TQ \right| \]  

(14.4)

into the region 3. The state vector \( \left| \Phi \right\rangle \) describes an ensemble of systems prepared in the state satisfying the given conditions.

The construction of the probabilities (14.1) and (14.2) allows an intuitive interpretation. The probability \( P(1;3 \left| \Phi \right\rangle) \) that in the state \( \left| \Phi \right\rangle \) one and only one detector registers, and that this is the detector 3, is obtained by squaring the sum of two probability amplitudes, the first one for the state \( \left| \Phi \right\rangle \) to be propagated forward to a point \( T,Q \) of the region 3, the second one for the state to be propagated backward. The result is the same as if the state were propagated by

\[ \hat{K} := \hat{K}_+ + \hat{K}_- = \frac{1}{2\pi} \int_0^{\infty} dt e^{-i\hat{H}t} = \delta(\hat{H}). \]  

(14.5)

The probability \( P(2;31 \left| \Phi \right\rangle) \) that in the state \( \left| \Phi \right\rangle \) two and only two detectors register, and that these are the detectors 1 and 3, is obtained by summing up two probabilities. Each of them is the square of the sum of two probability amplitudes. The first probability amplitude is for the state \( \left| \Phi \right\rangle \) to propagate forward to the region 3, to project to that region, and the projected state to propagate forward to a point of the region 1. The second probability amplitude corresponds to the same trajectory being traversed backwards. These two probability amplitudes yield the first probability. The second probability is constructed in the same way, but the regions 1 and 3 are now interchanged, the region 1 becoming an intermediate region, and the trajectory ending at a point of the region 3. The integrations over \( \tau \) which yield the forward and backward propagators, and the sum over these two kinds of propagations, both the integration and the sum taking place in the probability amplitudes, are the manifestation of the rule (III) about the unobservability of the label time.

A major part of Hartle's analysis is devoted to the recovery of the Schrödinger–Heisenberg quantum dynamics from the sum-over-histories interpretation. For this purpose, a system of thin-slab detectors is arrayed to cover a hypersurface in the \((T,Q)\) plane. By analyzing the joint response of such detectors, Hartle draws a number of conclusions:

- In general, there is no Hilbert space formulation associated with the hypersurface. This is because the histories do not in general intersect the hypersurface once and only once.

- Consider only the hypersurfaces \( T = \text{const.} \). For a parametrized
Newtonian particle, there are states for which the clock variable $T$ is forever precisely correlated with the label time $\tau$. In such a state, the response of the thin-slab detectors can be exactly described in terms of a state evolving in accordance with the Schrödinger equation. For the model with two particles in a stationary state, there are states ("good clock states") in which $T$ and $\tau$ are correlated for a physically interesting interval of time. The response of the detectors is then at least approximately obtained from a Schrödinger equation.

The sum-over-histories interpretation is clearly preferable to the semiclassical interpretation because every solution of the constraint equation, not only a "good clock state" solution, has a probabilistic interpretation. It is also preferable to the naive Schrödinger interpretation because it is able to describe correlations among responses of two or more detectors. However, it does not, in my opinion, escape the issues of time:

- **Multiple Choice Problem.** The predictions of the sum-over-histories interpretation depend on which one of the classically equivalent super-Hamiltonians is chosen in the canonical path integral. The interpretation thus requires a commitment to one definite form of the constraints. The presumption seems to be that in canonical gravity one should prefer the standard quadratic form (1.2) of the super-Hamiltonian, i.e., work within the Wheeler-DeWitt framework. I take this to be a satisfactory answer to the multiple choice problem, as long as one sticks to it all the way through and does not switch the super-Hamiltonian somewhere in the middle of the argument (e.g., use the extrinsic time super-Hamiltonian when constructing a "good clock state").

- **The Functional Evolution Problem.** In Hartle's models, the label time $\tau$ is a single parameter. In geometrodynamics, $\tau$ is replaced by an external many-fingered time: each choice of $\tau$ corresponds to a choice of the lapse and shift multipliers, i.e., to a choice of the foliation. When evaluating the path integral, one must make a definite choice. The resulting integral can be expected to depend on the choice of the foliation. (The formal arguments that path integrals are "gauge independent" are hardly reliable at this level of discussion.) This is how the functional evolution problem reappears in the sum-over-histories framework.

- **Violation of the Constraints.** Hartle repeatedly emphasizes that there is no Hilbert space associated with a hypersurface in the $(T,Q)$ plane. There is, however, a Hilbert space behind the formalism, namely, the Hilbert space $\mathcal{F}$ of square-integrable functions over the whole $(T,Q)$ plane. Note that Eqs. (14.1) - (14.5) which determine the detector responses involve operations in $\mathcal{F}$. One
should pay close attention to the role of $\mathcal{F}$ in the sum-over-histories interpretation.

When discussing the naive Schrödinger interpretation and its conditional probabilities refinement, I pointed out that the Hilbert space of square-integrable functions over the entire configuration space/time does not seem to be a natural arena for interpreting a constrained system. The sum-over-histories interpretation, by sharing this Hilbert space with the two previous interpretations, shares with them also the difficulties. To find what they are, I analyze Eqs. (14.1) - (14.5) from the standpoint of canonical quantum mechanics.

When only one of the detectors registers, the probability that it is a particular detector (say, the detector 3) replicates the probability postulated by the naive Schrödinger interpretation. Note that the state $|\phi\rangle \in \mathcal{F}$ prepared by the conditions of the experiment does not need to satisfy the super-Hamiltonian constraint. However, the state $|\Psi\rangle = \hat{K}|\phi\rangle$ which enters into Eq. (14.1) does satisfy the constraint,

$$\hat{H}|\Psi\rangle = \hat{H}\hat{K}|\phi\rangle = \hat{H}\delta(\hat{H})|\phi\rangle = 0, \quad (14.6)$$

because the forward and backward propagators $\hat{K}_+$ and $\hat{K}_-$ combine into the projector $\hat{K} = \delta(\hat{H})$ into the physical space $\mathcal{P}$. Equation (14.1) thus directly corresponds to Eq. (12.2).

The naive Schrödinger interpretation does not say what happens to the state $|\Psi\rangle$ when the system is found in the region 3, and what would then be the probability of another observation. It is to the credit of the sum-over-histories interpretation that it does tell one the probability with which another detector registers. However, its answer, Eq. (14.2), does not correspond to the idea that the state of the system satisfies the super-Hamiltonian constraint between observations. This is brought in by the fact that the forward and backward propagators no longer neatly combine into the projector $\hat{K}$. The constituents of Eq. (14.2) no longer satisfy the constraint: $|\phi\rangle$ was not prepared to do so, and $\hat{K}_+$ does not project it into the physical space; even if it did, $\hat{P}_3$ would kick the vector $\hat{K}_+|\phi\rangle$ again off the physical space, and the subsequent propagator $\hat{K}_-$ would do nothing to bring it back. The same remarks apply to the remaining three terms in Eq. (14.2). It is thus profoundly puzzling what connection the sum-over-histories interpretation has with the space $\mathcal{P}$ of states which satisfy the super-Hamiltonian constraint. Hartle devotes considerable attention to setting up the path integral formulation so that the constraints are satisfied for the state function that determines the response of a single detector. On the other hand, he evidently regards as unimportant whether the constraints are satisfied by the intermediate states connecting two or more detectors. From the point of view of the canonical formalism, the sum-over-histories interpretation has essentially the
same defect as the conditional probability interpretation: the structure of Eq. (14.2) indicates that the observations are not performed so that the state is always kept in the physical space $\mathcal{H}$.

This conclusion had to be expected from the beginning. The detectors designed to measure "Q and T" must be at odds with the constraints. Effectively, the constraints prohibit an independent determination of Q and T; they allow only for the measurements of "Q at T". This strongly suggests that the probabilistic interpretation of a constrained system should be based on fluxes through hypersurfaces rather than on densities in space.

• Why Should one Believe in Probability Amplitudes? For a relativistic particle on a stationary background, the Hilbert space $\mathcal{H}^+_\omega$ of positive-energy one-particle states can be constructed from the wave function $\Psi(T,Q)$ and its normal rate of change (restricted by the positive-energy requirement) on an arbitrary spacelike hypersurface. However, the inner product of two wave functions on a given hypersurface is given by the Klein-Gordon rule (9.5) rather than by the "square of the amplitude" rule postulated by the sum-over-histories interpretation. The "square-of-the-amplitude" rule is appropriate only if the state $\Psi$ is given in the Schrödinger position representation and if it is propagated according to the Schrödinger equation. Neither of these conditions is satisfied for the wave function $\Psi(T,Q)$. As a result, the rules I - III do not lead to the one-particle propagator in the Hilbert space $\mathcal{H}^+_\omega$ of positive-energy solutions of the Klein-Gordon constraint.

This example illustrates the point that there is no reason to believe that the Feynman rule which treats the state function as the probability amplitude provides an appropriate framework for quantizing a generic constrained system. In particular, why should it work in quantum gravity?

15. Frozen Time Formalism and Evolving Constants of the Motion

In a gauge theory, only those dynamical variables that are left unchanged by gauge transformations have a physical meaning. Such variables are called observables. Thus, the electric and magnetic field strengths in electrodynamics are observables, while the scalar and vector potentials are not.

In canonical formalism, gauge transformations are generated by constraints that are linear in the momenta. These constraints move a point in the phase space along an orbit of the gauge group. Two points on the same orbit are physically indistinguishable; they represent merely two equivalent descriptions of the same physical state. An observable should not depend on what description of the state one chooses. This means that it must be the same along the orbit, i.e., that its Poisson bracket with the constraints must vanish.
General relativity is a constraint theory par excellence: All its physical content is encoded in the constraints. Previous experience with ordinary gauge theories led to the idea that the observables $F$ in general relativity are those dynamical variables that have vanishing Poisson brackets with all the constraints:

$$\{F, H_4(x)\} = 0 = \{F, H(x)\}.$$  \hspace{1cm} (15.1)

It is generally agreed that the supermomentum constraint (1.1) generates a gauge, namely, the group of diffeomorphisms $\text{Diff} \Sigma$ of spatial coordinates, and that any observable in general relativity must be invariant under $\text{Diff} \Sigma$. However, the super-Hamiltonian constraint plays a different role: It generates the dynamical change of the geometrodynamical variables from one hypersurface to another. Any dynamical variable which commutes with the super-Hamiltonian must be the same on every hypersurface $\Sigma \rightarrow \mathcal{M}$, i.e., it must be a constant of the motion. To maintain that the only observable quantities are those that commute with all the constraints seems to imply that the Universe can never change. For this reason, this standpoint on observables was dubbed the frozen time formalism\textsuperscript{218-223}. The frozen time formalism never successfully explained the evolution that we see all around us.

A similar difficulty appears already in simple parametrized dynamical systems, as the Newtonian particle. An observable defined as a dynamical variable that has the vanishing Poisson bracket with the super-Hamiltonian constraint (1.11) must necessarily be a constant of the motion. Nevertheless, in ordinary Newtonian dynamics one happily works with dynamical variables that change with time, like the position of the particles, and assumes that such variables can be measured. This indicates that the transformations generated by the super-Hamiltonian should not be interpreted as a gauge transformations: Two points on the same orbit of the super-Hamiltonian are two events in the dynamical evolution of the system. Such events are physically distinguishable rather than being two descriptions of the same physical state. For this reason, I took the position in the rest of this paper that observables are to be defined as those dynamical variables that have vanishing Poisson brackets with the gauge constraints, but not necessarily with the super-Hamiltonian constraint (see Section 6, Eq. (6.3)).

Recently, Rovelli proposed a reinterpretation of the frozen time formalism that allows one to describe within it the dynamical change of a system\textsuperscript{224-226}. He introduced the scheme on a model of two harmonic oscillators in a stationary state\textsuperscript{225} and then attempted to generalize it to an arbitrary finite-dimensional system whose dynamics is generated by a single super-Hamiltonian constraint.\textsuperscript{226} His main objective was to show that one does not need a global time function for interpreting quantum dynamics. Dynamics is introduced by the concept of an
evolving constant of the motion.

**Evolving Constants of the Motion.** I shall explain how the scheme is expected to work for a system with the super-Hamiltonian \( H(Q, P) \) that admits a global time function \( T(Q, P) \). This assumption means that each dynamical trajectory intersects every hypersurface

\[
T(Q, P) = t = \text{const}
\]  
(15.2)

once and only once, i.e., that

\[
\{T, H\} \neq 0.
\]  
(15.3)

(Throughout his work, Rovelli does not distinguish the weak equations from the strong ones, and I shall not try to fix this deficiency.)

Let \( F(Q, P) \) be an arbitrary dynamical variable that is not necessarily a constant of the motion:

\[
\{F, H\} \neq 0.
\]  
(15.4)

Choose a fixed value of \( t \) and define a phase-space function \( F_t(Q, P) \) by the requirements that (I) \( F_t(Q, P) \) coincide with \( F(Q, P) \) when restricted to the hypersurface (15.2), and that (II) \( F_t(Q, P) \) be constant along each classical trajectory:

\[
\{F_t, H\} = 0.
\]  
(15.5)

If \( T \) is a global time function, Eq. (15.3), these two requirements determine \( F_t(Q, P) \) uniquely. When repeated for each value of \( t \), the procedure replaces a dynamical variable \( F(Q, P) \) by a one-parameter family \( F_t(Q, P), t \in (-\infty, \infty) \) of observables. The first requirement amounts then to the statement that

\[
F_{t=T(Q,P)} = F(Q, P).
\]  
(15.6)

Dynamics does not tell one how a single \( F_t(Q, P) \) changes when evolved by \( H \), because each \( F_t(Q, P) \) is a constant of the motion and hence does not change at all, but it tells one how the observables \( F_t(Q, P) \) depend on the parameter \( t \). By taking the Poisson bracket of Eq. (15.6) with the super-Hamiltonian, one learns that
\[
\frac{dF_t(Q,P)}{dt} \bigg|_{t=T(Q,P)} = \{T, H\}^{-1} \{F, H\}.
\] (15.7)

This means that the observables \( F_t(Q,P) \) change with \( t \) in the same rate at which the dynamical variable \( F \) evolves in the internal time \( T \).

Rovelli calls the one-parameter family of observables \( F_t(Q,P) \) an *evolving constant of the motion*. For a classical system with a global time function, the evolution of dynamical variables can be described in terms of evolving constants of the motion.

- **Quantization.** Rovelli suggests that the algorithm used to define the evolving constants of the motion can be repeated at the quantum level. One simply turns the classical variables \( H(Q,P), T(Q,P) \) and \( F(Q,P) \) into operators \( \hat{H}(\hat{Q},\hat{P}), \hat{T}(\hat{Q},\hat{P}) \) and \( \hat{F}(\hat{Q},\hat{P}) \) and defines the *quantum evolving constant of the motion* by the requirements

\[
[\hat{F}_t, \hat{H}] = 0
\] (15.8)

and

\[
F_{t=T(\hat{Q},\hat{P})}(\hat{Q},\hat{P}) = \hat{F}(\hat{Q},\hat{P})
\] (15.9)

that mimic the classical equations (15.5) - (15.6). The change of the quantum evolving constant of the motion \( F_t(\hat{Q},\hat{P}) \) with \( t \) describes the quantum dynamics of the system.

Rovelli conjectures that this procedure enables one to solve the Hilbert space problem. For a generic super-Hamiltonian \( \hat{H} \), the physical space \( \mathcal{F} \) of state functions \( \Psi(Q) \) that satisfy the quantum constraint

\[
\hat{H}\Psi(Q) = 0
\] (15.10)

does not have any obvious Hilbert space structure. Rovelli proposes to choose a "complete set" of dynamical variables \( F_k(\hat{Q},\hat{P}) \) and turn all of them into corresponding quantum constants of the motion \( F_k(\hat{Q},\hat{P}) \). His conjecture is that there exists a unique inner product in \( \mathcal{F} \) such that all \( F_k(\hat{Q},\hat{P}) \) operators are self-adjoint under this inner product.

I want to show that Rovelli's procedure is ambiguous and that, even if its ambiguities were somehow resolved, it is not likely to solve any one of the outstanding problems of time.

- **Quantum Evolving Constants of the Motion are Ambiguous.**
Rovelli's procedure starts by turning the classical variables $H(Q, P), T(Q, P)$ and $F(Q, P)$ into operators. Without some further guiding principle the factor ordering of the operators $\hat{Q}$ and $\hat{P}$ is arbitrary and so are the resulting operators $\hat{H}, \hat{T}$ and $\hat{F}$. Even if these factor ordering problems were resolved, there is an additional problem of writing down Eq. (15.9) (Hájíček227). The time operator $\hat{T} = T(\hat{Q}, \hat{P})$ does not commute with $\hat{Q}$ and $\hat{P}$, and the replacement of the classical parameter by the operator $\hat{T}$ is thus ambiguous. Even if this problem were resolved, the commutator condition (15.8), unlike its classical counterpart (15.5), is not sufficient to determine the operator $\hat{F}$ uniquely. Equation (15.8) determines the quantum evolving constant of the motion only if the super-Hamiltonian has the Schrödinger form (1.11) with respect to the time function $T$.

In view of all these factor-ordering problems, it seems best to drop out the requirement (15.9) and to formulate the quantum problem somewhat differently. One can first, at the classical level, construct the classical evolving constant of the motion $F(Q, P)$ which satisfies the classical requirements (15.5) - (15.6). One can then pose the problem of factor ordering this one-parameter family of classical observables so that they remain observables even in the quantum theory. Unfortunately, one lacks an algorithmic procedure for achieving this aim. This is a manifestation of the problem of time: In the Schrödinger case, the algorithm depends on the identification of the true Hamiltonian as the variable canonically conjugate to the time. The evolving constants of the motion are then constructed by means of the standard evolution operator that requires one to decide on a factor ordering of a single quantity, namely, the true Hamiltonian of the system.

- **The Hilbert Space Problem.** I want to illustrate why Rovelli's conjecture on resolving the Hilbert space problem is likely to fail. To do that, I choose a simple model with a global time function, namely, a relativistic particle moving on a dynamical background.

I select an intrinsic time function $T(Q)$ and label the worldlines of the reference frame that is orthogonal to the $T$-foliation by the comoving coordinates $q^A(Q)$, as in Eq. (6.22). Let $p_s(Q, P)$ be the momentum canonically conjugate to $q^s$. The dynamical variables $q^s(Q), p_s(Q, P)$ form a complete set of fundamental canonical variables. Their Poisson brackets are

\[ \{q^a, p_b\} = \delta^a_b, \ etc. \quad (15.11) \]

The variables $q^a, p_a$ are not constants of the motion, but following Rovelli's algorithm one can replace each of them by the corresponding evolving constant of the motion, i.e., by the one-parameter family of constants of the motion $q^a, p_a$. For each value of $t$, these constants of the motion have the same Poisson brackets as the fundamental canonical variables that they represent:
\[ \{q^*_a, p_{b*}\} = \delta^*_b, \quad etc. \] (15.12)

One knows from the van Hove theorem\textsuperscript{228} that one cannot preserve the whole classical Poisson algebra upon quantization. A crucial decision which one faces is the selection of a suitable subalgebra that is taken into quantum theory without modification. Though Rovelli does not explicitly state this, I presume (as it is common in quantum mechanics of particle systems), that he wants to take over into quantum theory the algebra (15.12) of the complete set of observables. If so, he must factor order the variables \(q^*_a(\hat{Q})\) and \(p_{b*}(\hat{Q}, \hat{P})\) so that they both preserve their classical algebra,

\[ \frac{1}{i} [q^*_a(\hat{Q}), p_{b*}(\hat{Q}, \hat{P})] = \delta^*_b, \quad etc., \] (15.13)

and remain the constants of the motion,

\[ [q^*_a(\hat{Q}), H(\hat{Q}, \hat{P})] = 0 = [p_{b*}(\hat{Q}, \hat{P}), H(\hat{Q}, \hat{P})]. \] (15.14)

This is a non-trivial task because \(q^*_a(Q)\), and \(p_{b*}(Q, P)\) are complicated functions of the classical arguments \(Q^A\) and \(P_A\) (thus, e.g., \(p_{b*}(Q, P)\), unlike \(p_a(Q, P)\), is no longer linear in the momenta \(P_A\)). I already pointed out that Rovelli's algorithm for achieving (15.14) does not in general work. This is not, however, my present concern: Assume that, by hook or by crook, one finds a factor ordering such that Eqs. (15.13) - (15.14) hold for the quantum operators.

Rovelli's conjecture is that one can endow \(\mathcal{F}\) with an inner product such that \(\hat{q}^*_a\) and \(\hat{p}_{b*}\) are self-adjoint operators. Because the Klein-Gordon operator \(\hat{\mathcal{H}}\) is a second-order differential operator, the solution space \(\mathcal{F}_0\) is quite big: it contains solutions corresponding to both the positive and negative energies. It is quite possible that there does not exist an inner product in the whole of \(\mathcal{F}_0\) under which the operators \(q^*_a\) and \(p_{b*}\) are self-adjoint. The crux of the Hilbert space problem, however, lies elsewhere:

Choose another time function, \(\tilde{T}(Q)\), and repeat the whole procedure. Get thereby another set, \(\tilde{q}^*_a\) and \(\tilde{p}_{b*}\), of quantum observables. Keep repeating this for all possible intrinsic time functions \(T(Q)\). Now, against Rovelli's conjecture, let me pose a counterconjecture: It is impossible to turn all the operators \(\hat{q}^*_a\), \(\hat{p}_{b*}\) corresponding to all possible intrinsic time functions \(T(Q)\) into self-adjoint operators by a single choice of an inner product in \(\mathcal{F}\).

If it were possible, one would have a consistent one-particle interpretation of the Klein-Gordon theory on a dynamical background, the interpretation that would be independent of the chosen foliation. Nobody has so far succeeded in constructing such an interpretation. This is the challenge which the relativistic
particle puts to Rovelli's proposal. The problem that I just spelled out is a modified version of the multiple choice problem for the relativistic particle discussed in Section 6.

- **Multiple Choice Problem.** Before going any further, let me note that Rovelli's formalism has yet another multiple choice problem: It depends on which one of the classically equivalent super-Hamiltonians one turns into an operator $\hat{H}$ that defines the quantum theory. I presume that in quantum geometrodynamics most people would be inclined to solve this problem by insisting that the super-Hamiltonian constraint be imposed in its familiar quadratic form.

- **Global Time Problem.** When there is no global time function, the replacement (15.5) - (15.6) of a dynamical variable $F$ by an evolving constant of the motion $F_t$ breaks down. Nevertheless, Rovelli claims that one can give a dynamical interpretation of such systems without a global time function. He bases his claim on a discussion of a single highly special model, namely, a two-oscillator system. Hájíček\textsuperscript{227} pointed out an error in Rovelli's construction of an allegedly self-adjoint observable based on a nonglobal time function in this model. In response to Hájíček's criticism, Rovelli modified the factor ordering of his observable.\textsuperscript{229} In my opinion, the physical interpretation of Rovelli's observable remains problematic. Moreover, the two-oscillator model has such a high degree of symmetry that drawing any general conclusions from its treatment is clearly premature. Hartle\textsuperscript{230} raised the question whether Rovelli's interpretation based on a non-global time function is consistent even for a parametrized Newtonian particle.

- **Functional Evolution Problem.** Rovelli never got so far as to discuss the evolving constants of the motion for a field-theoretical system with a many-fingered time. Hartle pointed out that the generalization of Rovelli's procedure to such systems may present difficulties.\textsuperscript{230}

Rovelli's procedure enables one to discuss classical dynamics of systems with a global time function in terms of constants of the motion. However, it does not seem to be able to solve a single one of the outstanding problems of time. Indeed, Rovelli himself did not develop his proposal to the point at which it becomes clear where the problems of time lie.

16. **Summary**

In general relativity, dynamics is entirely generated by constraints. The
dynamical data do not explicitly include a time variable. I identified several major problems which this situation causes in quantum gravity. A classical obstacle to interpreting the quantum formalism is the possibility that there is no global time function on the phase space of the theory, and the associated sandwich problem. Even if a global time function exists, quantum theory may depend on its particular choice; this constitutes the multiple choice problem. Moreover, even when one sticks to a definite choice of the many-fingered time, one still faces the problem of functional evolution: the propagation of the state functional may depend on the foliation connecting the initial hypersurface with the final hypersurface. Those interpretations of quantum gravity that do not try to separate time from dynamical variables trade the multiple choice problem for the Hilbert space problem: how does one endow the space of solutions of the quantum constraints with a Hilbert space structure?

I classified ten major attempts at interpreting quantum gravity into three classes: I) An internal time framework, II) the Wheeler-DeWitt framework, and III) quantum gravity without time.

The first class of interpretations tries to identify time and bring the super-Hamiltonian constraint into the Schrödinger from prior to quantization. I reviewed various attempts to construct time from the geometric variables in the internal Schrödinger interpretation (the intrinsic and extrinsic times of minisuperspace and midisuperspace models, of linearized gravity, and the mean extrinsic curvatures time of full geometrodynamics). Such attempts suffer from the multiple choice problem, the spacetime problem (it is difficult to find a many-fingered internal time which is a spacetime scalar), and from the spectral analysis problem (the Hamiltonian of the theory is typically defined only implicitly by spectral analysis). Internal times proposed so far and likely to be contemplated in the future make the spectral analysis problem so involved and the true Hamiltonian so cumbersome that I find it hard to believe that the internal Schrödinger interpretation of full quantum gravity is a viable option.

The attempts to find an internal time among the matter variables have a hard time to cope with the energy conditions. The matter time provided by Gaussian reference dust comes as close to accomplishing the goal of the internal time framework as anyone can reasonable hope. It must be ultimately dismissed as a fundamental solution to the time problem only because it relies on a highly phenomenological system.

The last candidate for an internal time, the cosmological time of unimodular gravity, is not a many-fingered time variable, and hence it leaves an infinite number of remaining super-Hamiltonian constraints without dynamical interpretation.

The interpretations within the Wheeler-DeWitt framework suffer from the Hilbert space problem. All of them are also beset by the sandwich problem and
the spacetime problem. The *Klein-Gordon interpretation* fails to construct the Hilbert space because the super-Hamiltonian is not stationary in superspace and the potential term is not positive. The *semiclassical interpretation* hides the problem of time behind an approximation procedure. It claims that the Wheeler-DeWitt equation for a semiclassical state approximately reduces to the Schrödinger equation, and the Klein-Gordon norm reduces to the Schrödinger norm. Unfortunately, it achieves the positivity of the norm at an unacceptable price of suspending the superposition principle. Its attempts to exorcise the interference terms, by decoherence arguments or otherwise, are unconvincing. When one allows superpositions, one can show that the Schrödinger equation with its complex structure actually does not follow from the real Klein-Gordon equation, and one can easily exhibit states with a negative norm. Last but not least, when applying the semiclassical interpretation to quantum gravity proper, one again faces the problem of separating the classical modes that define time from the quantum modes.

A closer look at *third quantization* reveals that it does not really solve the problem of time and that its formalism resists an operational interpretation.

The last class of interpretations maintains that one does not need time to interpret quantum gravity. The *naive Schrödinger interpretation*, the *conditional probability interpretation*, and the *sum-over-histories interpretation* share the common Hilbert space, that of square-integrable functions on the configuration space(time) before the imposition of the constraints. With it they also share the same basic difficulties. The main one is that each of these interpretations in its own way violates the constraints. Further, none of them reproduces the standard results when applied to a Klein-Gordon system. In the case of the sum-over-histories interpretation, this casts doubts on the universal applicability of the probability amplitude rule. Finally, while the naive Schrödinger interpretation lacks dynamics, the conditional probability interpretation predicts wrong dynamics for well understood systems, like the parametrized Newtonian particle.

The *frozen time formalism* stands apart from the other three interpretations in this class. Its difficulty has always been how to explain quantum dynamics in terms of constants of the motion. Rovelli’s proposal on how to achieve this goal is ambiguous. When its consequences are analyzed, it becomes apparent that it faces all the familiar difficulties, especially the Hilbert space problem and the multiple choice problem.

In my opinion, none of us has so far succeeded in proposing an interpretation of quantum gravity that would either solve or circumvent the problems of time. He who made eternity out of years remains beyond our reach. His ways remain unscrutable because He not only plays dice with matter but also with time.
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